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 [Abstract : The differential and total cross sections for elastic scattering of 

positron by ���� ion in the intermediate and high energy ranges have been 

calculated by using distorted wave method without polarisation potential 

(DCSWP) and with polarisation potential (DCSPP). The impact of polarisation 

effect has been analyzed. Perturbing potential is weaker than that of Born 

approximation. Phase shifts for �� − ����	scattering are calculated. The results are 

compared with available theoretical data.] 

 Key words : Elastic scattering, differential cross section, distorted wave 

method, polarisation potential, phase shift. 
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1  Introduction 

 The positron ion scattering help us to finding the behavior of the 

positron in presence of the long-range Coulomb potential and the 

attractive polarisation potential in the energy range 100�	 − 	400	�. 

 Burgess, Hummer and Tully1 have investigated electron-helium ion 

scattering by Coulomb Born Oppenheimer approximation and used 

partial wave method. Mitra and Sil2 have observed that partial wave 

method is not suitable at high energy. 

 Mitra and Sil2 have evaluated Coulomb-Born and Coulomb Born 

Oppenheimer cross-sections for 1� − 2� excitation of hydrogen like ions 

by electron impact, without using partial wave method whereas the 

distorted wave polarised orbital method is used by Mc. Dowell3.4 with 

due success. 

 In intermediate and high energy ranges, we have used the variant of 

distorted wave method that accounts for the effect of continuum and 

effect of higher excited states. In this approach, we included a part of 

Coulomb potential in continuum wave function in the initial channel. 

The nucleus of the target atom has been taken as screened nucleus. The 

dipole polarisation potential has been included which accounts for 

excited states partially. This approach has been used in the scattering of 

positrons by complex atoms with due success by Verma and Roy5. 

 

2  Theory: 

 The Hamiltonian � for positron-lithium ion can be expressed as : 

 
1 2

2 2

1 2 12

1 1 1 1 1

2 2
r r

H
r r r

   
= − ∇ − ∇ − + −   
   

 ... (1) 
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 In centre-of-mass reference frame, 
1r
ur

 and 
2r
ur

 are the position vectors 

of the atomic electron and the incident positron with respect to the 

screened nucleus of the target atom. 
1

2

r∇  and 
2

2

r∇  are the kinetic energy 

operators. Atomic units are used throughout. 

 The Hamiltonian � is partitioned and expressed as : 

 1H H W= +  ... (2)    

with  

 1 0H H U= +  ... (3)    

where  

 
2

U
r

δ=  ... (4)    

 
( )

2 12

1 1
W

r r

δ−
= −  ... (5)    

 δ  = screening parameter. 

and   0H = Free Hamiltonian 

 The function 
r

φ , 
r

χ  and 
r

ψ  satisfy the following Schrodinger 

equations with Hamiltonian 0H , 1H  and H respectively. 

 

0

1

r r r

r r r

r r r

H E

H E

H E

φ φ

χ χ

ψ ψ

= 


= 
= 

 ... (6)    

 Where, 
r

E  is the total energy of the system. 

 Let the system move from initial bound state | i  with momentum 

iK  to the final state | f  with momentum fK . Assuming, W to be a weak 

potential.  

 T-matrix elements can be expressed as :- 
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 ( )| |i f f iT Vφ ψ +
→ =  ... (7)    

 where 

 
2 12

1 1
V

r r
= −  ... (8)    

 Here, ( )

iψ +  can be expanded with respect to 1H  as 

 ( )( ) ( ) ( )

0

n

i i

n

G Wψ χ
∞

+ + +

=

=∑  ... (9)    

 where, ( )
G

+  is the Green function for 1H . 

 It would not be crude approximation to retain the first order term in 

the above expression. 

 ( )| |i f f iT Vφ χ +
→ =  ... (10)    

In atomic unit, differential cross section is expressed as : 

 

2
2

24

f

i

Kd
T

d K

σ µ

π
=

Ω
 ... (11)    

and total cross-section is obtained by integrating the above expression : 

 
d

d
d

σ
σ

 
= Ω 

Ω 
∫  ... (12)    

 Here, wave functions have been taken in the following forms : 

 ( ) ( )2 1exp .
r nlm

iK r rφ φ=  ... (13)    

       
( ) ( ) ( )( )

2 12 1 1 21 exp . ;1; .
2

ii i nlm

a
ia iK r F ia iK r iK r r

π
χ φ+  

= Γ + − − − 
 

 ... (14) 

 where, 

 a
K

δ=  ... (15)    
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 Here, K  is the momentum for the direct channel in which 

distortion is introduced. The screening parameter δ  is evaluated by the 

method of Junker6. 

 This method takes the part of Coulomb potential in incident 

continuum wave function. Physically, the effect of continuum is taken 

into account partially. 

 The radial part of wave function for lithium ion is expressed as : 

 ( ) ( )1
exp

n

n i i

i

r a r b rϕ −= −∑  ... (16)    

 For ground state, 

 

3
2

1 11; ;
Z

n a b Z
π

= = =  

 For 2s state, 

 

3
2

1 12; ;
22 2

Z Z
n a b

π
= = =  ... (17)    

          
2 1 2;

2 2

Z Z
a a b

 
= − = 

 
 

 Now, T-matrix can be expressed in the following form : 

 
2

1 2 2
'

i f

I I
T MF N N

λ λ
→

 ∂ ∂
= + 

∂ ∂ 
 ... (18)    

 In above expression : 
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= 
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 ... (19)    

 ( ) ( )
1

2 1 22 1 1 2

12

exp . ;1; .
r

ii

e
I iq r F ia iK r iK r d r d r

r

λ−

= − −∫∫  ... (20) 

 where,  

 i fq K K= −      

 Using Nordsieck7 method, the integrals involved in differential 

cross-sections are evaluated. 

 

Polarisation potential : 

 The polarisation potential has been taken in the following form - 

 ( ) 2 2 3 4 5

2

9 4 2 4
1 1 2 2

4 3 3 27

x

pV x e x x x x x
π

−  
= − − + + + + +  

  
 ... (21) 

where,  2x zr=
 

 

 The differential cross sections are calculated with polarization 

potential (DCSPP) and without polarization potential (DCSWP) to 

analyse the impact of interaction on scattering of positron. The total 

cross-sections are calculated using the equn(12). 
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Phase shifts : 

 In the case of positron scattering, the radial wave function satisfy 

the following equations. 

 
2

2

2 2

( 1)
( ) 0

l

d l l
k g x

dx x

 +
− + = 

 
 ... (22)    

 
2

2

2 2

( 1)
( ) ( ) 0

l

d l l
V x k u x

dx x

 +
− − + = 

 
 ... (23)    

where, x = co-ordinate of the incident positron, 

 ( )V x  = sum of static potential and polarisation potential,  

( )
l

g x and ( )
l

u x  =  components of radial wave function such that 

(0) 0
l

g = , (0) 0
l

u =  at 0x = . 

 In the intermediate and high energy ranges, the potential has been 

taken to be weak potential and approximate solutions of above 

differential equations have been obtained and phase shifts have been 

evaluated. Precautions are taken to avoid divergence. The evaluated 

phase shifts are compared with available theoretical data. 

 

3  Results and Discussion : 

Differential Cross-sections : 

 The differential cross-sections have been calculated by using 

distorted wave method without Polarisation Potential and with 

polarisation potential are represented by curve A and curve B 

respectively in the intermediate and high energy range. 

 At all energy ranges, the curve B lies below the curve A. This 

shows the impact of polarisation interaction. 
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 At 100 eV, the curve B lies below the curve A at all angles. This 

displays the effect of polarisation potential as reduction in differential 

cross-section. Both the curves have tendency of merging together at 

nearly 00 scattering angle. This is expected. This is clear evidence that 

the present results are justified and present approach is suitable one. 

 At 200 eV, the reduction in differential cross-sections is larger than 

the same at 100 eV at 50 scattering angle. This shows the enhancement of 

effect of polarisation interaction near the forward direction. At larger 

scattering angle the relative difference between DCSPP and DCSWP is 

more. Similar feature is observed at 100 eV.       

 

Fig. 1 

 �+ − ��
2+scattering at energy 100ev 
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Fig. 2 

�+ − ��
2+scattering at energy 200ev 

 

Fig. 3 

�+ − ��
2+
	scattering at energy 300ev  
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Fig. 4 

�+ − ��
2+
	scattering at energy 400ev  

A -  DCSWP                       
B -    DCSPP 

 At 300 �� and 400 ��, apart from features mentioned above 

DCSPP is observed to have larger values than corresponding values of 

DCSWP at larger scattering angles. This may be due to effect of 

adiabatic polarisation. Here, at smaller scattering angles the values of 

DCSPP are less than corresponding values of DCSWP. 

 In present method, continuum distorted wave functions have  

been used in the state wave function. It takes into account the  

effect of continuum on elastic channel. Moreover, in this method, 

perturbing potential is weaker than that of Born approximation. It is 

expected that the results obtained by using the present method contain 

higher order terms. The theoretical soundness of the present theory is 

well conceived. 
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Phase shifts : 

Table - 1 

s-wave phase shifts (rad) for e+-Li2+ elastic scattering - 

Energy (in eV) 
P

η  
TL

η  
C

η  

18.324 0.10 (-2) 0.11 (-2) 0.10 (-2) 

20.512 0.11 (-2) 0.13 (-2) 0.12 (-2) 

23.293 0.16 (-2) 0.17 (-2) 0.15 (-2) 

34.647 0.21 (-2) 0.25 (-2) 0.19 (-2) 

41.360 0.18 (-2) 0.23 (-2) 0.14 (-2) 

48.057 0.17 (-2) 0.14 (-2) 0.20 (-2) 

56.787 -0.21 (-2) -0.60 (-2) -0.22 (-2) 

66.219 -0.48 (-2) -0.37 (-2) -0.59 (-2) 

78.823 -1.01 (-2) -0.90 (-2) -1.19 (-2) 

Table - 2 

p-wave phase shifts (rad) for e+-Li2+ elastic scattering - 

Energy (in eV) P
η  

TL
η  

C
η  

18.324 0.62 (-3) 0.70 (-3) 0.60 (-3) 

20.512 0.81 (-3) 0.80 (-3) 0.80 (-3) 

23.293 0.11 (-3) 0.10 (-3) 0.10 (-3) 

34.647 0.20 (-2) 0.21 (-2) 0.19 (-2) 

41.360 0.24 (-2) 0.25 (-2) 0.23 (-2) 

48.057 0.28 (-2) 0.30 (-2) 0.26 (-2) 

56.788 0.29 (-2) 0.32 (-2) 0.27 (-2) 

66.219 0.30 (-2) 0.33 (-2) 0.26 (-2) 

78.823 0.25 (-2) 0.29 (-2) 0.21 (-2) 
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Table - 3 

d-wave phase shifts (rad) for e+-Li2+ elastic scattering - 

Energy (in eV) P
η  

TL
η  

C
η  

18.324 0.34 (-3) 0.40 (-3) 0.30 (-3) 

20.512 0.39 (-3) 0.40 (-3) 0.40 (-3) 

23.293 0.48 (-3) 0.50 (-3) 0.50 (-3) 

34.647 0.10 (-2) 0.10 (-2) 0.10 (-2) 

41.360 0.11 (-2) 0.13 (-2) 0.13 (-2) 

48.057 0.16 (-2) 0.17 (-2) 0.15 (-2) 

56.787 0.18 (-2) 0.20 (-2) 0.18 (-2) 

66.219 0.22 (-2) 0.24 (-2) 0.21 (-2) 

78.823 0.26 (-2) 0.27 (-2) 0.24 (-2) 

P
η  - Present value of phase shifts. 

TL
η  - Phase shift with the potential of Temkin-Lamkin. 

C
η  - Phase shift with potential of Callaway. 

 The table-1, Table-2 and Table-3 contain the values of phase shifts 

predicted by Khan, Mazumdar and Ghose8 by using two variants of 

polarised orbital method. 
C

η  and 
TL

η  are the phase shifts evaluated by 

above investigators with potential of Callaway9 and the potential of 

Temkin and Lamkin10 respectively. 

 Our present set of results for s-wave, p-wave and d-wave phase 

shifts show good agreement with corresponding values of  
C

η  and slight 

difference with 
TL

η . This slight difference may be only due to diabetic 

potential which is repulsive in nature and adds to the repulsive static 

potential. The observed agreement establishes the fact that present 

approach is good and can be further used in theoretical investigations of 

positron ion-scattering. 
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Role of Photonics in Building Light Energy  

Conversion Devices 
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 [Abstract :  Our present investigations by steady state and time resolved 

spectroscopic techniques  demonstrate that when the short-chain dyads combine 

with nanoparticles of noble metals such as silver, gold and gold/silver coreshell 

nanocomposite systems or carbon quantum dots as well as graphenes, they   

primarily exhibit efficient  artificial light energy conversion materials or 

nanocomposite devices.]  

 Keywords: time resolved spectroscopy, nanocomposite dyad, trans-cis 

conversion, charge separation, charge recombination, energy storage  

 

1. Introduction 

 The photonics in energy conversion process plays significant role.  

The amount of energy received by our earth from the sun in just one hour 

is of significantly larger amount than the yearly consumption need  of 

our  earth.  The enormous energy of the sun can be utilized in the three 

*author to whom all correspondences should be addressed 
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main ways.  They are (1) conversion of sunlight to electrical power, (2) 

conversion of sunlight to thermal power and (3) conversion of sunlight 

directly to fuels.  Most solar cells work on the basis of conversion of 

sunlight into electricity using the photovoltaic (PV) effect .  The most 

important commercially available PV materials systems today are based 

on inorganic semiconductors. The majority of solar modules are based on 

silicon, which is the second most abundant material in the earth and the 

efficiency of silicon solar cell is nearly 25.6%.  Photonics plays an 

important role in Si-based solar cells and modules since it is an indirect 

band gap semiconductor and hence has a relatively long absorption depth 

across the solar spectrum. Most importantly, light-trapping structures 

must be fashioned on the front surface of the wafers to ensure that long 

wavelength light is adequately trapped within the solar cell and is not 

lost from reflection at the back contact.  

 In recent times, low-cost dye-sensitized solar cells (DSSCs) have 

attracted much attention with their relatively high energy conversion 

efficiencies1–10.   One of the major advantages of DSSC is that by varying 

the combinations of the dyes and semiconductor materials the cell 

performance can be improved9.  Many attempts have been made to 

synthesize alternative molecular dyes to extend the spectral response but 

the low absorption cross section and instability under strong illumination 

inhibited significant efficiency increase. Our research group8 used a 

novel concept to increase the solar cell performances by using mixture of 

dyes compare to single dye and found that cell performance enhanced in 

case of dye mixtures with ��� and ���� nanomaterials working as 

electrodes in a simple device configuration. Only the difference is that 

instead of liquid electrolyte we have used PEDOT: PSS layer as a hole 
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transporting medium. In a similar type of cell configuration Jiang et al.11 

had used Poly (4-vinylphenyloxymethyltriphenylamine) as hole transport 

material for N-719 dye sensitized ���� solar cell. Though in the liquid 

electrolyte based DSSCs, the photon-to-current conversion efficiency is 

much greater than that of DSSCs using no electrolyte, but our 

experimental observations showed8 the enhancement of absorption 

properties of dye mixture which may be useful in designing solar cell 

having high efficiency.  Dye sensitized solar cells have advantages over 

electrolyte-solar cells as the former possess high thermal stability and 

there is no possibility of leakage of electrolyte due to accidental breakage 

of substrate.  

 Our another attempts to build some novel solar cells by adsorbing 

a short-chain dyad on the nanosurfaces of  TiO2 nanoparticles where 

TiO2 does not act as an electron acceptor but it simply protects the 

charge-separated species formed within the dyad12. 

 Very recently our group is now involved to investigate the 

quantum dot sensitized solar cells where it is expected that the efficiency 

of solar cells should be enhanced considerably relative to dye sensitized 

solar cells.  Thus various attempts are being made to convert solar energy 

to electrical (solar cells) and other useful energy (storage devices by 

using short-chain organic dyads).  

 Modern researches  on photoswitchable dyads are of great 

importance due to their applications in designing solar cells, optical data 

storage, molecular electronics, artificial light energy converters etc. To 

understand the nature of the mechanisms of the charge separation and 

energy destructive charge recombination processes within these dyads 

the time resolved spectroscopy measurements and theoretical 
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computations on a novel synthesized dyad MNTMA(where the electron 

donor methoxy naphthalene being connected with an acceptor p-methoxy 

acetophenone by a short chain), have been studied. Earlier experimental 

evidences demonstrate that various short-chain dyad systems possess two 

types of conformers in the excited state though  experimental evidences 

infer in favor of only one conformer in ground state 13, 14. 

 Our recent investigations by steady state and time resolved 

spectroscopic techniques  demonstrate that when the short-chain dyads 

combine with nanoparticles of noble metals such as silver, gold and 

gold/silver coreshell nanocomposite systems or carbon quantum dots as 

well as graphenes, they   exhibit efficient  artificial light energy 

conversion materials or nanocomposite devices.   

 

2. Experimental 

 The methods of synthesis with characterization of the short chain 

dyads  and nanomaterials are described elsewhere15.   

 �	–vis absorption and steady state fluorescence emission spectra 

of dilute solutions (10� − 10���)	of the dyad were recorded at the 

ambient temperature (296 K) using 1 cm path length rectangular quartz 

cells by means of an �	–vis absorption spectrophotometer (JASCO�	–

		is absorption spectrometer, Model: V-630) and JASCO 

spectrofluorimeter Model: 8200) respectively. 

 Fluorescence lifetimes were determined by using a time 

correlated single photon-counting (TCSPC) technique with the model 

FLUOROLOG TCSPC HORIBA JOBIN YVON using nanosecond laser 

of 375 nm (Horiba scientific, DD-375L) as excitation source profile. The 

quality of fit is assessed over the entire decay, including the rising edge, 
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and tested with a plot of weighted residuals and other statistical 

parameters e.g., the reduced �2 and the Durbin–Watson (DW) 

parameters. The femtosecond-resolved fluorescence decays were 

measured by using a femtosecond upconversion setup (FOG100, CDP). 

The samples were excited at 375 nm using thesecond harmonic of a 

mode-locked Ti-sapphire laser with an 80 MHz repetition rate (Tsunami, 

Spectra Physics),pumped by 10 W Millennia (Spectra Physics).  

 Nanosecond laser flash photolysis (Applied Photophysics) 

containing Nd:YAG laser (Lab series, Model Lab 150, Spectra physics) 

was used to measure transient absorption decays. 

 All the solutions prepared for room temperature measurements 

were deoxygenated by purging with an argon gas stream for 30 min. 

 

3. Discussion 

 Our present investigations have been primarily involved to design 

various light energy conversion nanocomposite devices where the short-

chain organic dyads being adsorbed within the surface of noble 

nanometals especially nanomatals spherical gold, gold nanostar (GNS) 

and spherical silver behave as promising artificial light energy 

conversion and energy storage devices. From these investigations, done 

by the steady state and time resolved spectroscopic techniques, the 

adsorbed dyads were observed to possess mostly elongated or extended 

conformations in the excited state though  conversion of extended to 

folded  geometry was found in case of the pristine dyad only. As  this  

elongated nature facilitates the charge separation rate inhibiting the 

energy destructive charge recombination processes, the nanocomposite 

dyads  appear to be better light enery conversion devices than its pristine 
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form. From our investigation it is revealed that use of metal-

semiconductor or metal-metal core-shell nanoparticles may provide new 

ways to modulate charge recombination processes in light energy 

conversion devices.  A schematic diagram  (Scheme)was proposed to 

show the possible mechanisms of charge separation and energy 

destructive charge recombination rate processes for a pristine dyad 

(folded conformation in the excited state) and nanocomposite dyads 

where the dyad adsorbs on the nanosurface of Ag nanoparticles and Ag 

shell of Au@Ag core-shell system.  Interestingly in both the cases 

though the dyad adsorbs on the nanosurface of Ag, but it exhibits the 

different conformations.  In first case, as shown in the scheme 1, folded 

conformation of the excited state dyad prevails relative to its elongated 

forms but  in the latter case the reverse  situation occurs where the 

elongated conformation of the dyad dominates.   

 Apart from noble nanometals and their core-shell systems,  

carbon quantum dots (CQD) and its ethylenediamine (EDA) 

functionalized CQD (NCQD) were also used to adsorb novel  

synthesized short-chain dyads on its nanosurface to retain trans-form or 

elongated nature  in order to minimize energy destructive  charge 

recombination rates 15. On comparing the experimental results of the 

dyad–gold nanocomposites with dyad-CQD (or NCQD), it is  

clearly observed15 that in the former case (using especially 

pop-corn or star-shaped gold nanoparticles) maximum 60% of the 

ground state trans conformers could be retained in the excited state 

whereas more than 80% (as evidenced from time resolved 

measurements) trans structure of the ground state dyad could be 

protected in the environment of CQD (or NCQD) even on 
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photoexcitation. As trans- conformers facilitate the formation of  

longer lived charge- separated species i.e., slower energy destructive 

charge recombination rates, the dyad-CQD (or NCQD) nanocomposites 

appear to be relatively better light energy converter or energy-storage 

systems. 

 The hindrance of trans-cis conversion or stability of trans-

structured species of nanocomposite dyad on photoexcitation appears to 

be due to joint effects of surface coverage and surface trap effects, the 

later process appears  to be dominant. However, the exact mechanisms 

are yet to be explored. Possibility of increase of steric strain within the 

trans structured dyad has been hinted for its stable conformation.  The 

nanocomposite dyads seemingly act as more efficient light energy 

converters relative to its pristine form   

 Scheme The possible mechanisms of charge separation and 

energy destructive charge recombination rate processes for a pristine 

dyad and nanocomposite dyads. 
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 Further investigations are underway with different short-chain 

dyads being adsorbed on Graphene oxide (GO) and reduced Graphene 

oxide (RGO) to examine whether the dyad being combined with the GO 

or RGO would  serve as better  artificial light energy converters than 

dyad-CQD or NCQD. Some preliminary investigations demonstrate that 

dyad-CQD appears to be more effective light energy converter which 

could serve as better energy storage.  Further investigations are now 

under progress. 

 The retention of trans-form (elongated conformation) will help to 

slow down  energy wasting charge recombination processes within 

nanocomposite dyads and may serve as better candidate for artificial 

light energy conversion systems relative to its pristine form.  Thus  the 

short-chain  dyads being combined with the GO or RGO would  serve as 

better  artificial light energy converters and charge storage systems 

relative to its pristine one. From  time resolved spectroscopic 

measurements it could be hinted that relatively stable trans-conformer in 

the excited state in case of the nanocomposite system of an organic 

short-chain dyad -GO (or RGO) in comparison to the pristine form may 

arise from the surface trap effect. 

 This electron transfer (ET) possibility within the redox 

components (donor and acceptor  moieties) could be examined by using 

Rehm-Weller relaltion16,17 . 

��0	 = 	�OX
1/2(�/�+)	– 	����1/2(� −/�)	– 	�00

* ... (1) 

where the symbols have their usual meanings. From the electrochemical 

measurements the half-wave oxidation and reduction potentials were 

determined.   
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 The potential parameters were determined to be (�� 1/2(�/
�+)		~ 	+ 1.85		, ����1/2(� −/�)	~ 	− 1.02		) and E* is chosen at 

3.35 &	 (370 nm). The driving energy, ��0value was computed to be 

− 0.48 &	.   This shows there is a possibility from thermodynamic point 

of view the occurrence of electron transfer reactions within the dyad in 

the excited singlet state. Now,since the back ��	for formation of the 

ground state is also largely possible from charge recombination 

mechanism as evidenced from large negative value (− 2.87 &	) of 

ΔGb(G), estimated from the relation, 

��((�) 	= 	−�	(�/�+)	+ 	�	(� −/�)	("�" for ground state)  ... (2) 

it appears that the formation of ground state dyad through charge 

recombination would be largely facilitated in case of pristine dyads 

(which have only *is structure in the excited state). The situation would 

be less favored in case of trans-structure of the excited dyad (due to 

elongated form, the redox partners will be far apart). Thus it seemingly 

indicates that the yield of charge separated states would be lower in case 

of pristine dyad and due to stability the charge separated yield will 

become larger in case of the nanocomposite dyads where the dyad 

combines with GO and RGO.    

 Electron transfer  reactions are the radiationless transitions and 

the rate defined in a golden rule type expression in which the rate is 

given as the product of an electronic matrix element squared HDA
2 and 

Franck-Condon weighted density (FCWD) of states.The rate constant of 

electron transfer under nonadiabatic condition is given by, 

kCS= 
�+
ℏ  l HDAl2 FCWD ... (3) 
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In semiclassical treatment approximation the equn (3) could be rewritten 

as 

-./ = 0 1
ℏ�2-�3

4
5 16781²:;&

�/<=
>! @ exp{−E∆�G + 2H + υ hυ  )�

J

G
/42H-�]}																																																																												… (4) 

 The above expression (4) represents the overall rate of electron 

transfer reactions from the donor to the different vibrational energy 

levels of the acceptor, λO denotes the solvent reorganization energy 

parameter.  The summation term is the nuclear factor which gives the 

dependencies of electron transfer on exergonicity, - ∆G0. 

 From the above expressions  (3) or (4) it is apparent that as HDA is 

of higher value in case of pristine dyad  (in this case  excited singlet  

formations of cis-configuration facilitate),so charge-separated yield 

would be relatively lower than the situation when trans-form will 

dominate in the case of nanocomposite systems where the dyad 

combines with GO  or RGO.  In the later case lesser HDA value will slow 

down the energy wasting charge recombination process enhancing the 

charge-separated yield. 

 As GO (or RGO) possesses considerable technological 

applications[18], apart from its current research interests, in serving our 

society our undergoing project is now to build organic supercapacitors 

and related artificial light energy conversion devices (storage 

components) with GO and RGO being combined with various novel 

synthesized short-chain organic dyads. Our primary goal is to design 

highly efficient supercapacitors and energy storage systems which 
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should be of physically and chemically stable, biocompatible, biosafe 

and cost-effective. 
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[Abstract: The equilibrium positions of non-linear planar 

oscillation of motion of a system of two cable-connected artificial 

satellites under the influence of earth’s magnetic field, solar radiation 

pressure, shadow of the earth and earth’s oblateness in the 

neighbourhood of the main resonance is studied. B. K. M. method is 

applied to study the resonant oscillation of the system. Eccentricity of 

elliptic orbit of the centre of mass of the system is considered as a small 

parameter. Here, no equilibrium position of motion of the system is 

found to exist in the neighbourhood of the main resonance.] 

Key words: Cable-connected satellites, Elliptic orbit, 

Equilibrium position, B. K. M. Method, Main resonance. 
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1. Introduction  

The present work is an attempt towards the generalization of work 

done by Bogoliubov1, Beletsky and Novikova2 and Beletsky3. They 

studied the motion of a system of two satellites connected by a light, 

flexible and inextensible string in the central gravitational field of force 

relative to its centre of mass. This study assumed that the two satellites 

are moving in the plane of the centre of mass of the system. Singh and 

Demin8 and Singh9 investigated the problem in two and three 

dimensional cases. Das et al.4 studied the effect of magnetic force on the 

motion of a system of two cable-connected satellites in orbit. Kumar and 

Bhattacharya5 studied the stability of equilibrium positions of two cable-

connected satellites under the influence of solar radiation pressure, 

earth’s oblateness and earth’s magnetic field.  

 Equilibrium positions of the motion of a system of two  

cable-connected artificial satellites under the influence of solar  

radiation pressure, earth's oblateness, shadow of the earth and  

earth’s magnetic field in the neighbourhood of main resonance is 

discussed. In fact, resonance can occur in both linear and non-linear 

system. The paper is concerned with non-linear system. The case of 

elliptical orbit of the centre of mass of the system is discussed. Shadow 

of the earth is taken to be cylindrical and the system is allowed to pass 

through the shadow beam. The satellites are connected by a light, 

flexible, inextensible and non-conducting cable. The satellites are taken 

as charged material particles. Charges are assumed to be small so that 

interaction between them may be neglected. Since masses of the 

satellites are small and distances between the satellites and other celestial 

bodies are very large, the gravitational forces of attraction between the 
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satellites and other celestial bodies including the sun have been 

neglected. 

 

1. Equation of motion of the system 

 We write equations of motion of one of the satellites when the 

centre of mass moves along Keplarian elliptical orbit in Nechvile’s co-

ordinate system6 as Prasad & Kumar7 

     ��� − 2�� − 3�� = 	
� − �� cos � − �(	���� − ����	) cos � cos(� − �)    
                                      + ��� �!" ��(��#���� ) 
 and 

         ��� + 2��	 =		
� − ��$�� cos � + �(	���� − ����		) cos � sin(� − �)         
                         − '�(�!" ��(��#���� )                                                      …(1)                                                                              

Condition of constraint is  

            �� + ��	 	 ≤ 	 ���                                                                        ... (2)          

Also, 
( )

1

1 cose v
ρ =

+
 

1 1 2

1 2 1 2

Em Q Q
A

m m m m p

µ

µ

  
= −  

+  
, 

2 2

2

Re Re
, ,

3 2
R

e

m
K m

g

ε
ε α

Ω
= = − =  

and 

            	
 = *+�,� -��#������ . 																																																																							 … (3)               
1m and 2m are masses of the two satellites. µ is the product of mass of the 

earth and gravitational constant. i is inclination of the orbit with the 
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equatorial plane, v is the true anomaly of the centre of mass of the 

system. 1B  and 2B are the absolute values of the forces due to the direct 

solar pressure exerted on 1m and 2m
 
respectively and are small. ε  is 

inclination of the oscillatory plane of the masses 1m
 
and 2m  with the 

orbital plane of the centre of mass of the system. α  is inclination of the 

ray. 0 is the position vector of the centre of mass of the system. e is the 

eccentricity of the orbit. 1Q  and 2Q  are charges of the two satellites. E
µ  

is the value of magnetic moment of the earth's di-pole. p is the focal 

parameter. Ω  is angular velocity of the earth's rotation. e
g  is the force of 

gravity. Re is equatorial radius of the earth. R
α  is the earth's oblateness. 	 

is undetermined Lagrangian multiplier arising due to constraint for the 

finite length of the cable. γ  is a shadow function. If γ  is equal to zero, 

then the system is affected by the shadow of the earth. If γ  is equal to 

one, then the system is not within the said shadow. Prime denotes 

differentiation with respect to v.  

 If motion of one of the satellites 1m be determined with the help of 

equation (1), motion of the other satellite of mass  2m  can be determined 

by Prasad & Kumar7 

1 1 2 2 0m mρ ρ+ =  …(4) 

Where 1ρ  and 2ρ  are position vectors in the centre of mass system. 

We transform the above two equations of (1) to the polar form by   																																			�	 = 	 (1 + 	2 	cos �	) cos3   

                          and    �	 = 	 (1 + 	2 cos �	) sin3     …(5)   

 Ψ	is	the	angle between X-axis and the radius vector (1+ ecos �	) . 
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Substituting the derivatives obtained from expression (5) in 

equations (1), multiplying the first equation so obtained by sin3 and the 

second by cos3 and then subtracting the first from the second we 

obtain, 

 (1+ ecos �)3�� − 223� sin � − 22 sin � + 3 sin3 cos3  

= 8	 cos �	[(1 + 2 cos �) sin3 − 2 sin � cos3	] + � ;<�=� − <�=�>	
. cos ε sin(3 + � − �) − �A�B�!" -��#���� . sin3 cos3  …(6) 

Since A is a small quantity, we write 8 = 28�. Next we put 2C = D , 3= E² 
    -���� − ����. cos � = 2G		and 

�A�(�!" -��#���� . = 	2H        …(7) 

in equation of motion (6), retain terms up to the first order of small 

quantities and obtain   D�� + E�D =  2[�I(D − sin D) + 4 sin � − D′′ cos � + 2D′ sin � + 28� . cos � sin D /2 + 2G�	sin	{D/2 + (� − �)} − H sin D]     …(8) 

with OP(Q, S, �) = �I(D − sin D) + 4 sin � − D′′ cos � + 2D′ sin � + 28� . cos � sin D /2 + 2G�	sin	{D/2 + (� − �)} − H sin D       …(9)                        

Equation (8) may be interpreted as the equation of oscillation of a 

mechanical system having unit mass and a natural frequency n, under 

some non-linear perturbations explicitly depending on time. 

 

2. Solution to the equation of motion of the system 

 According to Bogoliubov et. al.1 method, solution in the 1st 

approximation of equation (8) at the main resonance E = 1 will be 

assumed to be of the form 
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 D = Q cosT	; T = � + U …(10) 

where amplitude Q and phase U satisfy the following equations 

V
VW = 28�(Q, U)  and  
V(VW = (E − 1) + 2<�(Q, U)  …(11) 

  8�	 and <� are the particular solution periodic with respect to U of the  

  following system of partial differential equations 

(E − 1) X8�XU − 2QE<� = 12Y� Z 2[\]^_
\`_ a a Ob�c

b (Q, �, T)�c
b  

. 2^[\]� cosT d�	dT 

Q(E − 1) X<�XU + 2E8� = − 12Y� Z 2[\]^_
\`_ a a Ob�c

b (Q, �, T)�c
b  

. 2^[\]� sinT d�	dT  

S = 	T − � = S� = U, e = √−1      …(12) 

Further, it is known that  

sin(Q cosT) = 2 Z(−1)�_
�`b g��#�(Q) cos(2= + 1)T 

and  

cos(Q cosT) = gb(Q) + 2 Z(−1)�g��(Q)_
�`� cos 2=T																			 … (13) 

gb(Q),	g��(Q), g��#�(Q) are Bessel’s functions of order 0, 	2=, 2= + 1 

respectively. 

With the help of (10),(11) and (13), (9) can be written as 

Ob(Q, �, T) = �I hQ cos T − 2 Z(−1)�g��#�(Q) cos(2= + 1)T_
�`b i 

+4 sin � − cos �[j2 d8�d� − 2QE2<� − QE�k cosT 
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−j2E28� + Q2 d<�d� k sinT] + 2 sin �[28� cosT − Q(E + 2<�) sinT] 
+	48� cos � Z(−1)�_

�`b g��#� ;12 Q> cos(2= + 1)T 

+2G�[2 Z(−1)�g��#� ;12 Q> cos(2= + 1)T cos(� − �)
_
�`b  

+gb ;12 Q> sin(� − �) + 2 Z(−1)�_
�`� g�� ;12 Q> cos 2=T sin(� − �)] 

−	2H Z(−1)�g��#�(Q) cos(2= + 1)T_
�`b 																																										… (14) 

Using (14) in (12), we get 

(E − 1) X8�XU − 2QE<� = E�2 [Q − 2g�(Q)] − 4 sin U + 48� cos � g� ;12 Q> 
−2G�gb ;12 Q> sin(U + �) + G�g� ;12 Q> 2[

((#l)e − 2Hg�(Q) 
and 

Q(E − 1) X<�XU + 2E8� = −4 cos U − 2G�gb ;12 Q> cos(U + �) −	G�g�(�� Q)2[((#l)                                                           …(15) 

 These are coupled partial differential equations giving           

8� = −m4 cos U(E + 1) + 2G�gb -
�� Q. cos(U + �)(E + 1)

+ G�g� -�� Q. 2[((#l)(3E − 1) n																																																					… (16) 
and 
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<� = (E − 1)2QE m 4 sin U(E + 1) + 2G�gb -
�� Q. sin(U + �)(E + 1) − eG�g� -�� Q. 2[((#l)(3E − 1) p

− 12QE qE�2 [Q − 2g�(Q)]
+ 4 sin U − 48� cos �g� ;12 Q> + 2G�gb ;12 Q> sin(U + �)
+ eG�g� ;12 Q> 2[((#l) + 2Hg� (Q)r																													… (17) 

 

3. Equilibrium positions of the system 

 In order to obtain equilibrium positions of the system, we must  

have 
V
VW = 0	and	 V(VW = 0                                                                    …(18)   

Next, from (11), (16) and (17), we get after retaining powers of "Q" upto 

fourth order in the Bessel’s functions and with the suitable values 2 = 0.01, � = 30°, G = 0.1, � = 0.5 and E = 1.2  −6.373 × 10^z cos(U + 30°)Q{ + 2.24 × 10^A cos(U + 30°)Q� −9.090 × 10^{ cos(U + 30°) − 0.018 cos U = 0          …(19) 

Again with the suitable values 8 = 0.001, � = 0°	, H = 0.2	, we obtain  

likewise  11.374 × 10^z sin(U + 30°)Q{ − 0.0375455Q' − 3.4358 × 10^A . sin(U + 30°)Q� + 0.1002085Q + 18.178 × 10^' sin U + 0.9079 ×10^' . sin(U + 30°) = 0  …(20)  

Clearly, equations (19) and (20) have been obtained for the  

value of frequency greater than unity. For frequency less  

than unity, roots of these equations are complex and therefore non-

observable. 
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The algebraic solution of (19) and (20) is difficult. Hence, the equations 

are solved by graphical method as shown in the figure above.  

 

4. Conclusion 

We see from the graph that they do not intersect anywhere. 

Therefore, no equilibrium position of motion of the system exists. 
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[Abstract:  In this paper we have applied the Goldstein’s approximation 

and determine the energy spectrum and the behaviours  at small wave numbers 

(k → 0) and for large wave numbers (k →∞). For these cases , we have  dealt 

with the asymptotic behaviours of the energy spectrum through Sen’s approach 

of self-preserving theory of homogeneous turbulence. In the present analysis 

we learned ourselves to the cases where various dissipation is not important. In 

these process we have discussed several power laws and their importance at 

small wave numbers . They are analysed with appropriate criticism.] 
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1.  Introduction 

 In this paper , we deal herewith the general approximation of 

Goldstein to a particle- ladden two phase homogeneous isotropic 

turbulent flow.  In recent times much attention is paid to the 

prediction of particle-ladden turbulent flows as they occur in many 

technologically important areas. Research interest in these flows are 

generally two –fold e.g., Islam and Mazumdar 1 considered the effect 

of turbulence on the particle concentration field and the modification 

of turbulence by the particles. We shall be concerned here with 

certain aspect of the problem how turbulence is modified by the 

particles when they are present in the flow in large enough 

concentration (Squares and Eaton2). 

 Theoretical investigations were carried out in this area by 

Tchen3, Meck and Jones4, Reeks5, Nir and Pismen6 and others. Most 

of these works involve studies of the influence of particle inertia on 

the turbulent dispersion process. General  confirmations of the 

conclusions made in these studies, were obtained from the 

experiments (Wells and Stock7, Snyder and Lumley8). Reeks9, 

Elghobashi and Truesdell10, Yeung and Pope11   and Squares and 

Eaton2 have carried out numerical simulation of particle-ladden 

turbulent flows. It is difficult to make proper interpretations of the 

experimental data as they are valid only for the conditions of the 

experiment and can not be generalized (Elghobashi and Truesdell12). 

For example, when fine droplets (or particles) of diameters ≤250μ 

are injected in a free turbulent jet, the turbulent intensity decreases, 

lowering the spreading rate of the half width of the jet, whereas the 
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addition of the large particles of diameters ≥ 500μ causes an increase 

in the turbulent intensity. Hardalupas et al13 observed opposite 

phenomena in their experimental investigation on a particle-ladden 

turbulent flow. 

 Rao14 studied the final period decay of energy spectrum of a 

particle-ladden homogeneous isotropic turbulence by a similarity 

process. In the present paper an attempt is made to examine the 

similarity features of the decay of turbulence kinetic energy spectrum 

in a particle-ladden homogeneous isotropic turbulent flow. We shall 

assume that the size of the particles is sufficiently large so that the 

turbulence is attenuated by the dispersed phase. 

 

2.  Formulation of the problem 

The spectral equation governing the decay of turbulence kinetic 

energy in a particle-ladden homogeneous isotropic turbulent flow, is 

given by (Baw and Peskin15, Tsuji16) 

�
�� 	�	
, �� = 	�	
, �� − 	2�
��	
, �� − 	2�	 �
�

�
� + �
� 		�	
, ��, … 	2.1� 

where k is the wave number, ν is the kinematic viscosity, τ is the 

characteristic time =	 �� ���
�

� ,  !is the density of the solid material , σ 

is the radius of the particle, μ is the co-efficient of viscosity, �	 =
	�"�� ,  # is the volume concentration of the solid  phase in the flow, ρ 

is the density of the gas,  

E(k, t) = 2$
�%&&(k, t), %&'(k, t)                                                 ... (2.2) 

being the Fourier transform of ()(′+,,,,,,, the correlation between the 

fluctuating gas velocity components  (& and ('- pertaining to the 

points .	/01� and .’	/01� inside the flow field;  
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T(k, t) = 2π
�3&&(k, t) , 3&'(k, t) is the Fourier transform of 

	 4456 		()(7(+-,,,,,,,,,		−		()(+-(7-,,,,,,,,,	�, 81 		= 	/-00001 	−	/01. �																																		. . . 	2.3�
 The term on the left hand side of (2.1), describes the rate at 

which turbulence kinetic energy changes. The first term on the right 

hand side of (2.1) represents the transfer of kinetic energy at the wave 

number k due to turbulence self interactions. The second term 

describes the dissipation of turbulence kinetic energy due to the 

effects of molecular viscosity. The third term takes account of the 

effect due to the presence of particles, which are so massive that they 

are unaffected by the gas turbulent fluctuations (Wallace17). In the 

next section we seek self-preserving solution of equation (2.1). 

 

3.  Application of Goldstein’s approximation for the energy 

transfer spectrum function to two-phase homogeneous 

turbulent flow: Self-preserving solution for the  

turbulence energy spectrum 
 In order to solve equation (2.1), the energy transfer spectrum 

T(k, t) is to be modeled. We accept the local form for T(k, t), as 

suggested by S. Goldstein18, e.g.,  

�	
, �� = 	−	2:� ;
;
 <= >�	
�, ��?@
�A

B
7

;
�C
D

 

<= >�	
�	, ��?@E
7
F


�AE 	;
�C
DE 																																																											… 	3.1� 

which satisfies only dimensional requirements 

GH	 +	G�H� =	32 , 	I	 + 1�H	 +		I� + 	1�H� =	52,																					… 	3.2�	
where :� is a  non-dimensional constant. 
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Substituting (3.1) in (2.1) we obtain  

�
�� �	
, ��

= −2:� ;
;
 <= >�	
�, ��?@
�A

B
7

;
�C
D
	<= >�	
�	, ��?@E

7
F


�AE 	;
�C
DE 	 

−	2�
��	
, �� − 	2� �
�
�
� + �
� 	�	
, ��.																																										… 	3.3� 

 Based on the assumption that particles are essentially 

unaffected by the turbulence fluctuations, we may set  

�
� ≪ 
� 																																																																																																			… 	3.4�                                            
 It is to be remarked that when the condition (3.4) is satisfied, 

for every high frequency fluctuations of gas, gas-solid velocity 

correlations are negligible as the response time of the particle is 

sufficiently long (Wallace17). 

 In view of the relation (3.4), the equation (3.3) is reducible to 

	 ��� �	
, ��

= −2:� ;
;
 <= >�	
�, ��?@
�A

B
7

;
�C
D
	<= >�	
�	, ��?@E

7
F


�AE 	;
�C
DE

 

	−	2�
��	
, �� − 	2��	
, ��.																																																											… 	3.5� 
 We seek a general type of self-preserving solution of (3.5) in 

the form (Sen19) 

	�	
, �� 	= 	 1
M�
FN�F�

ON
P� 	Q	

O


F�,																																																										… 	3.6� 

where α, 
F , �F are constants, τ = 
S
ST. 
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 Substituting (3.6) in (3.5) we obtain after simplifications 

		3H	 − 	2�Q	U� + 	HUQ’	U� + 	2VW√YQ	U� 		
= 	−		2:�M

;
;U Z<= >Q	U��?@U�A	;U�

B
[

C
D
<= >Q	U��?@EU�AE;U�

[
F

C
DE\ 

−	2�Y]
P
O� U�Q	U�,																																																																															…			3.7�	 

where 

U	 = 	 O

F , Re	 = 	Reynolds	number	 = 1
�
F��F , H	 = 	 PO�O , O� 	= 	 �O�P. 

Y	 = 	 k��� ,V	 = 	 # 	= 	 	 #P 	�. P	 = 	�P, W	 = 	1P √
�
k.	 

 When the turbulence is characterized by very large Reynolds 

numbers Re →∞, the equation (3.7) is reduced to  

	3H	 − 	2�Q	U� + 	HUQ’	U� + 	2VW√YQ	U� 	+				2:�M
;
;U	 

Z<= >Q	U��?@U�A	;U�
B
[

C
D
<= >Q	U��?@EU�AE;U�

[
F

C
DE\ = 	0.								 … 	3.8� 

 Clearly equation (3.8) may admit self-preserving solution for 

different choices of MA  if R =  
nS�
o  remains constant during decay 

process. Usually, R = constant applies to the wave number range of 

the energy containing eddies and it need not apply to equilibrium 

range of wave number. In order to describe the self-preserving 

features of the turbulence energy spectrum, Heisenberg20 assumed 

that the energy containing eddies would be in quasi- equilibrium, so 

that we may consider them as if they are in equilibrium as far as 

possible in view of their finite rate of decay (Hinze21). We accept this 
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premise  for our analysis of the present case. Let us discuss 

asymptotic behaviour of f(x) for the cases (i) x →	0 and (ii) x→	∞, 

when turbulence is characterized by very large Reynolds number Re 

→	∞. 

Case I: Let  

Q	U�	~qU#	rO	U	 → 	0; B is a non-zero constant and s > 0.     ... (3.9) 

Substituting (3.9) in equation (3.8), we obtain, after some calculation, 

u	3H	 − 	2� + sH + 	2VW√YvU# 	
− 	 :�√qM	I + Gs	 + 1�D		I� +	sG� + 1�DE 	3s
+ 	5�Uw"xw

� 	= 	0.																																																						 … 	3.10� 
Now if s < N#zN

� , then the first term of the equation (3.10) is 

significant. Equating the coefficient of U# to zero, we obtain 

s	 = 	2 − 3H
H 	−	2VW√Y

H , Q{8	VW√Y < 2 − 3H
2 .																					… 	3.11� 

The family of solutions  given in (3.11) have the asymptotic 

behaviour 

Q	U�~	U�|w}
} 	~	���√�} , 	U → 0�, Q{8	VW√Y < 2 − 3H

2 .														 . . . 	3.12� 
For H	 = 	 ��, (3.11) yields 

Q	U�~	U�~���√� , 	U → 0�, Q{8		VW√Y < 1
4,																													… 	3.13� 

which corresponds to the Heisenberg’s type spectrum law 

�	
, ��~		
�~���√� , 	
 → 0�, Q{8		VW√Y < 1
4.																					…			3.14� 
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Putting  H	 = 	 ��, in  (3.11) we obtain  

Q	U�~	U�~���√� , 	U → 0�, Q{8		VW√Y < 2
5,																											…		3.15� 

which corresponds to the spectrum law 

	�	
, ��~		
�~���√� , 	
 → 0�, Q{8		VW√Y < 2
5.																					…		3.16� 

Again putting  H	 = 	 �N 	�G (3.11) we obtain  

Q	U�~	UN~���√� , 	U → 0�, Q{8		VW√Y < 1
2,																											…		3.17� 

which corresponds to the spectrum law  

	�	
, ��~		
N~���√� , 	
 → 0�, Q{8		VW√Y < 1
2.																				…		3.18� 

Further if we put  H	 = 	 ��, in (3.11) we obtain 

	Q	U�~	U�~���√� , 	U → 0�, Q{8		VW√Y < 4
7,																									…		3.19� 

which corresponds to the Loitsianky type  spectrum law  

	�	
, ��~		
�~���√� , 	
 → 0�, Q{8		VW√Y < 4
7.																				…		3.20�	 

The constant of proportionality being Loitsiansky’s constant if MA = 

0 (cf. Loitsiansky22, Lin23 and Batcheler24). 

Finally  if we put  c = 
�
�, in (3.11) we obtain 

	Q	U�	~	U�~���√�, 	U → 0�, Q{8		VW√Y	 < �
N,                        ... (3.21) 

which corresponds to the  spectrum  law 

�	
, ��~		
�~���√� , 	
 → 0�, Q{8		VW√Y < �
N .																							…		3.22�  

In the case when MA = 0, then (3.22) reduces to  
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�	
, ��~	
�		
	 → 	0�.																																																																				. . . 	3.23� 
In this case no transfer of energy takes place from mechanical 

motions to magnetic fields.   

Case II: Let 

Q	U�	~	q’U~# as U	 → ∞; B’ is a non-zero constant  

and s	 > 	0. ... (3.24) 

Taking (3.24) into account, equation (3.8) is reducible to  

u	3H − 2�– 	sH	 + 	2VW√YvU~# 	
− 	 :���√��M	I − Gs + 1�D	I� −	sG� + 	1�DE 	5	– 	3s�U

|w"xw
� 			

= 0.																																																																																																					 …		3.25� 
 It can be easily seen that the second term on the left hand side of 

(3.25) is predominant if p<3 . Accepting this we equate the co-

efficient of Uw	E|"�
�  to zero and obtain p = 

�
N . Thus in the case when 

the turbulence is characterised by sufficiently large Reynolds number 

the asymptotic behaviour  of f(x) as x→	∞ is given by 

Q	U�	~	U~�
w			U → ∞�. ... (3.26) 

This gives  

�	
, ��~		
~�
w			
	 → ∞�. ... (3.27) 

 In this case the energy spectrum behaves the well known 

Kolmogorov’s spectrum - 
�
N .  
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4. Concluding remarks 

 In the last section we have discussed some asymptotic similarity 

solutions of importance for values of k→	0 and k→∞ with 0< c <
�
N . 

Parametric values of c being chosen to be H	 = 	 �� , H	 = 	 �� , H	 = 	 �N and 

H	 = 	 ��.  An additional case may be chosen as H	 = 	 �� 		H < �
N	�	being 

found to hold for similarity solution at small and large wave numbers. 

The results clearly show that the self-preserving solutions are 

admitted for different values of VW	V	 = 	 �"� 	 , W	 = 		 ��√o
n	� and 

Y	= nS�
o � during the process of decay. When VW = 	0, this case may 

be compared to the situation when no transfer of energy takes place 

from mechanical motion to the magnetic field (Chandrashekhar1 ). 

For this case energy spectrum �	
, ��	~	
�		
	 → 0�. 
 Surprisingly it is observable that several power laws  

exhibited by the energy spectra  for different values of VW√Y  

which are  in turn dependent  on the choice of the parameter c   

and finally all the energy spectra behaving so differently for  

small values  of 
 → 0 ultimately merge to the energy spectrum 

�	
, ��	~		
~�
w	; 		
	 → ∞�. 
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 [Abstract : Frequency encoding technique is a well-established process to 

get very high speed optical computing and processing. In quantum computing this 

frequency encoding may be highly useful. In this paper the authors propose an all-

optical integrated Pauli X, Y and Z logic system. This system uses the frequency 

encoding mechanism. As the proposed system uses no optical switch for its 

implementation, so speed of operation is very high, i.e., far above THz speeds.] 

 Keywords: Pauli X, Y, Z quantum logic gates, Frequency encoding, Phase 

lead/lag, Reversibility. 

1. Introduction 

 The three Pauli’s quantum logic gates are important in quantum 

optical computing for their advantages. They can very easily be used in 

qubit logic system1-8 Several logic gates are designed to facilitate  

* Corresponding author  
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information processing and computing in optical domain9-14. The one 

qubit X-logic gate operation is represented by the matrix �0 1
1 0� 

andused to implement quantum NOT operation whereas the quantum Y-

logic gate has the following operational characteristics- 

� ��₀�₁� = �0 −�
� 0 � �

�₀
�₁� = �−��₁��₀ � 

 On the other hand, the quantum Z-logic gate flips one component 

 of qubit retaining the other unchanged. The matrix representation of Z 

logic is �1 0
0 −1�. Again, frequency encoding technique is an established 

one, which can offer several advantages in optical computing and 

parallel processing. Different all-optical digital operations like logic 

operation, memory function, counters etc. are already developed by the 

use of frequency encoding technique15-18. Here in this paper the authors 

propose a new method of developing an integrated Pauli X, Y, Z quantum 

logic system using frequency encoding principle. The important point of 

this integrated Pauli X, Y and Z quantum gate is that the whole scheme 

uses no optical/ optoelectronic switch; hence speed of operation is far 

beyond THz limit. 

 

2. Frequency encoding technique 

 Several encoding/decoding techniques are used in optical 

communication and data processing systems. These are intensity 

encoding, phase encoding, polarization encoding, frequency encoding 

etc. In general, in intensity encoding certain reference intensity level of 

an optical signal is used to encode the logic state ‘1’ or ‘0’. But during 

signal transmission and execution of logic operations, the reference level 
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may vary due to absorption/attenuation of the signal in the 

channel/medium. To avoid this bit-error problem frequency encoding 

technique is the most reliable and faithful encoding technique in optical 

communication. Here the frequencies (�1 and �2) of two particular 

monochromatic light signals are considered to indicate the logic state ‘1’ 

and ‘0’ respectively. 

 

3. Frequency encoded Pauli X-gate 

 Frequency encoded Pauli X-gate can be implemented in a very 

simple way. Two monochromatic light signals of frequencies �1 and �2 

are considered as logical inputs 1 and 0 respectively and they are passed 

through a coupling device which only inverses the two input signals at 

the output. If �1 and �2frequencies are taken as the inputs  and �(fig.1), 

the output will be received as Y1	= �2 and Y2 = �1 respectively. The 

whole process can be represented as 

� �ν₁ν₂� = �0 1
1 0� �

ν₁
ν₂� = �ν₂	ν₁�, which is Pauli’s �-gate.  

 Fig.1 shows the block diagram of Pauli X-gate with an optical 

fiber based cross-coupling system. In the same way �ν₂	ν₁� will be 

converted to�ν₁ν₂�. 

 

 

Fig.1 

Implementation of Pauli X-gate with optical fiber based cross- coupling 

mechanism. 

 To test the reversibility, if the outputs are again given to inputs as 

 = �2 and � = �1, after passing through the coupling box, the initial 

input condition (Y1= �1 and Y2 = �2) will be received at the output that is, 

� �ν₂	ν₁� = �1 0
0 1� �

ν₂	
ν₁� = �ν₁	ν₂�. The truth table is shown in table 1. 

 

Coupling Device 

Y1 

Y2 

A 

B 
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Table 1 

    

 

 

 

Truth table of Pauli X-gate using frequency encoding mechanism. 

 

4. Frequency encoded Pauli Y-gate 

 Fig.2 depicts the construction method of Pauli Y-gate. Here 
�
� 

phase delay is introduced in one output arm of the proposed Pauli X-gate 

and	�� phase lead is used in the other arm of the X-output simultaneously. 

The light signals of frequencies ν1 and ν2 are given as inputs to the 

terminals  and � respectively. After passing through the coupler where 

the frequencies are interchanged the first output signal of frequency ν2 is 

sent through the 
�
� phase delay. It develops the new output �1as	−�ν₂. 

The second part of the output having signal frequency ν1 after suffering 
�
� 

phase leading, the final output will be	�ν₁. So if the input signal 

representing 0(ν1) and 1(ν2) are represented by �� = ����(����� !) and 

�# = ����(����� !), then the outputs are �$� = ����(� ��� !–�/�) and 

�$ = ����(������!–�/�). This process can be represented as	� �ν₁	ν₂� =
�0 −�
� 0 � �

ν₁	
ν₂� = �−iν₂	iν₁ �. 

 If these two outputs are fed back to inputs the initial states will 

come back in the following way- 

� �−iν₂	iν₁ � = �0 −�
� 0 � �

−iν₂	
iν₁ � = �ν₁	ν₂�. 

 

Inputs Outputs 

A B Y1 Y2 

ν1 (0) ν2 (1) ν2 (1) ν1 (0) 

ν2 (1) ν1 (0) ν1 (0) ν2 (1) 
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Fig.2 

Implementation of Pauli Y-gate with fiber optic cross-coupling 

mechanism. 

 If the input states are represented by the optical fields �� =
����(� ��� !–�/�)and �# = ����(������!–�/�) then the outputs will be 

�$� = ����(������!)and �$ = ����(� ��� !). This process can be shown 

by a truth table 

Table 2 

   

 

 

 

 

 

               Truth table of frequency encoded Pauli Y-logic system. 

5. Frequency encoded Pauli Z-gate 

 Quantum Pauli Z-logic gate reverses one component keeping the 

other one unchanged, so 

( ��₀�₁� = �1 0
0 −1� �

�₀
�₁� = � �₀−�₁�. 

 Using single phase leading component this gate can be 

implemented as shown in fig.3. Here two light signals of two different 

frequencies (�1 and �2) are considered as the inputs to the gate ( and �). 

The 1st input signal is carried directly to the output terminal �1= �1 while 

Inputs Outputs 

A B Y1 Y2 

ν1 ν2 −iν2 iν1 

−iν2 iν1 ν1 ν2 

Y1 

Y2 B 

A 

Phase lead 

Coupling Device 

Phase lag 
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the 2nd input signal (�	 = �2) is sent through the phase leading system. 

This signal of frequency		�2 suffers a +) phase increment that is �2 

frequency is treated as −ν₂ after passing through the phase lead 

mechanism. Thus if the input signals are represented as �� =
����(������!)	and �# = ����(� ��� !), the outputs will be �$� =
����(������!)and �$ = ����(� ��� !).  

 

 

 

 

Fig. 3 

             Optical implementation of Pauli-Z logic gate. 

 When these outputs are again forwarded to the inputs A and B, 

the frequency −�2 at B end will observe phase increment of +) again 

which turns the −�2 frequency to �2 frequency. So the outputs will be 

represented as �$� = ����(� ��� !) and �$ = ����(� ��� !) , when the 

inputs will be �� = ����(������!) and �# = ����(� ��� !).Hence the 

reversibility condition is fulfilled. The matrix representation of the 

scheme is shown below- 

Z�ν₁ν₂�=�1 0
0 −1� �

ν₁
ν₂�=� ν₁−ν₂� and 

Z� ν₁−ν₂�=�1 0
0 −1� �

ν₁
−ν₂�=�ν₁ν₂�.The truth table is given in table3. 

Table 3 

 

 

 

 

 

 

       Truth table of frequency encoded Pauli Z-logic gate. 

Inputs Outputs 

A B Y1 Y2 

ν1 (0) ν2 (1) ν1 (1) −ν2 (0) 

ν1 (1) −ν2 (0) ν1 (0) ν2 (1) 

Y

Y

A 

B 

Phase lead 
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6. Integrated quantum Pauli X, Y, Z gate 

 Shows an integrated scheme of Pauli X, Y, Z gate where three 

gates can operate simultaneously or individually. Here  and � are two 

common input terminals for the three quantum gates. 

   Fig.4 

Optical scheme for implementing integrated Pauli X,Y and Z gates. 

 Y1 and Y2 are output terminals for X-gate, Y3 and Y4 are for Y-gate, 

Y5 and Y6 are the same for quantum Pauli Z-gate. If any two 

monochromatic optical signals of two different frequencies are given at 

the terminals  and � as inputs, then at the output ends the three 

quantum Pauli gates will be obtained in parallel. It is possible to access 

all the three gates at a time. 

 

7. Conclusion 

 The whole scheme is all-optical and so it works with fastest 

operational speed. It is very interesting to note that no optical switch like 

SOA, EDFA etc. is used here. For this reason, it is highly cost effective. 

Again, the parallelism of optics is exploited here and so the integrated 

scheme of Pauli �, � and ( gates are used very successfully. 

 

A 

B 

Y2 

Y1

Y  

Y3

Y  
Y4

Y  

Y5

Y  
Y6
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 [Abstract: Aim of the present work is to study the stability of  

Lagrangian point of motion of a system of two artificial satellites connected by a 

light, flexible, inextensible and non-conducting cable under the influence of solar 

radiation pressure, shadow of the earth, earth's magnetic field and air resistance. 

Case of circular orbit of centre of mass of the system is discussed. Here, one 

Lagrangian point exists when all the perturbations mentioned above act on the 

system simultaneously. Liapunov's theorem is applied to test the stability of the 

Lagrangian point. It is found that the Lagrangian point is unstable in the sense of 

Liapunov.]  

 Key-words: Cable-connected satellites, Lagrangian point,  Stability Circular 

orbit, Liapunov’s theorem  
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1. Introduction 

 Beletsky and Novikova1and Beletsky and Novoorebelskii2 are 

the pioneer workers on the problems of two cable-connected artificial 

satellites. They studied the motion of a system of two cable-connected 

artificial satellites in the central gravitational field of force relative to its 

centre of mass. Singh and Demin8 and Singh9 investigated the problem in 

two and three dimensional cases. Kumar and Bhattacharya3 studied about 

the stability of equilibrium position of two cable-connected satellites. 

Kumar and Srivastava4 studied about evolutional and non-evolutional 

motion of a system of two cable-connected artificial satellites under 

some perturbative forces. Kumar and Kumar5 studied about equilibrium 

positions of a cable-connected satellites system under several influences. 

Kumar6 studied about libration points of cable-connected satellites 

system under the influence of solar radiation pressure, earth’s magnetic 

field, shadow of the earth and air resistance in circular orbit.  

 Stability of Lagrangian point of motion of a system of two cable- 

connected artificial satellites under the influence of solar radiation 

pressure, shadow of the earth, earth's magnetic field and air resistance is 

discussed over here. The influence of the above mentioned perturbations 

on the system has been studied singly and by a combination of any two 

or three of them by various workers, but never conjointly all at a time. 

Therefore, these could not give a real picture of motion of the system. 

This fact has initiated the present research work. Shadow of the earth is 

taken to be cylindrical and the system is allowed to pass through the 

shadow beam. The cable connecting the two satellites is considered as 

light, flexible, inextensible and non-conducting string. Central attractive 

force of the earth will be the main force and all other forces, being small 
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enough are considered here as perturbing forces. The satellites are taken 

as charged material particles. Masses of the satellites are small. 

Distances between the satellites and other celestial bodies are very large. 

Therefore, gravitational forces of attraction between the satellites and 

other celestial bodies including the sun have been neglected.  

 

2. Treatment of the problem 

 A set of equations for motion of the system in rotating frame of  

reference is written as Kumar6  

�" − 2�′ − 3� = 	� − 
	cos	 	� + ����� −
��
���	

cos ∈ cos � sin ��
� 			

and  

�" + 2�′ = 	� + ��� � −
�!
 !"	

#$%∈%&'( %&')!
* − +  ... (1)  

the condition of constraint is  

�² + �² ≤ 1 ... (2) 

Here,  


 = � ��
�� +��� �

.�
�� −

.�
���

/0
1/2 , 	 =

456
/ 	�

�� +��
���� � 

2 = 1
71 + 8 cos 9: , + =

;�45
1/4, 

;� = 2<=> 7?� − ?�: �  �
 �@ !" ... (3) 

m1 and m2 are masses of the two satellites. B1 and B2 are the absolute 

values of the forces due to the direct solar pressure on m1 and m2 

respectively and are small .� and .�	are the charges of the two satellites. 

/0 is the magnitude of magnetic moment of the earth’s dipole. 4 is the 

focal parameter. / is the product of mass of the earth and gravitational 
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constant. 6 is undermined Lagrange’s multiplier. 8	is eccentricity of the 

orbit of the centre of mass. v is the true anomaly of the centre of mass of 

the system.  ∈	is inclination of the oscillatory plane of the masses m1 and 

m2 with the orbital plane of the centre of mass of the system. α is the 

inclination of the ray. γ is a shadow function which depends on the 

illumination of the system of satellites by the sun rays. If γ is equal to 

zero, then the system is affected by the shadow of the earth. If γ is equal 

to one, then the system is not within the said shadow. =>  is the first order 

time derivative of =. = is the modulus of position vector of the centre of 

mass of the system. c1 and c2 are the Ballistic co-efficient. 2< is the 

average density of the atmosphere. ��	is the angle between the axis of the 

cylindrical shadow beam and the line joining the centre of the earth and 

the end point of the orbit of the centre of mass within the earth's shadow, 

considering the positive direction towards the motion of the system. The 

system of two satellites is allowed to pass through the shadow beam 

during its motion. Prime denotes differentiation with respect to C. 

 Equations (1) do not contain the time explicitly. Therefore,  

Jacobean integral of the problem exists. 

 Multiplying the first and second equations of (1) by �′ and �′ 
respectively, adding them and then integrating the final equation, 

Jacobean integral comes to the form  

�D� + �D� − 3�² = 	 − 2
� cos � + �* �
��
 � −

�!
 !"   

cos ∈ sin �� 7� cos � + � sin �: − 2+� + ℎ ...(4) 

��	is taken to be constant. h is the constant of integration, called 

Jacobean constant.  
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3. Existance of Lagrangian points of the problem 

 Lagrangian points of the system are given by the constant values of 

the co-ordinates in the rotating frame of reference. Thus,  

� = �F,			and	� = �F ... (5) 

where �F	and �F	are constant, give the Lagrangian points.   

 With the help of (5), the set of equations (1) may be written as  

73 + 	:�F = 
 cos � − ��� � −
�!
 !" .

#$%∈ #$%( %&')!
*   

and  

	�F = + − ��� � −
�!
 !"	.

#$%∈ %&'( %&')!	
*  ... (6)	

 It is very difficult to obtain the solution of (6). Hence we are 

compelled to make our approaches with certain limitations. In addition to 

this, we are interested only to consider the maximum effect of the earth’s 

shadow on the motion of the system.  

 The presence of perturbative term due to solar pressure indicates 

that none of the co-ordinates of the Lagrangian point may be taken to be 

zero unless ��� � −
�!
 !"	or �� = 0. But these parameters cannot be zero. 

Hence in our further investigation ∈= 0 and � = 0.  

By doing so, we get 

 73 + 	:�F = 
 cos � − ��� � −
�!
 !"	 .

%&')!
*  

and  

 	�F = + ...(7) 

All the two equations of (7) are independent of each other. Therefore, we 

get the Lagrangian point as  

 7�F, �F: = K �
75@L: M
 cos � −

�
* �
��
 � −

�!
 !" sin ��N ,

O
LP ... (8) 
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4. Stability of the Lagrangian point 

 I apply Liapunov’s7 theorem to test the stability of the Lagrangian 

point given by (8).  

 Let us assume that there are small variations in the co-ordinates at 

the given Lagrangian point denoted by Q�	and Q�, then   

 � = �F + Q�,														� = �F + Q� 
 ∴ �D = Q�D 																			�D = Q�D  
 ∴ �" = Q�" 																		�" = Q�"  ... (9) 

 Using (9) in the equations (1), a set of variational equations 

comes to the form  

Q�" − 2Q�D − 7�F + Q�:73 + 	: = ����� −
��
���

sin ��
� − 
 cos � 

and  Q�" − 2Q�D − 	7�F + Q�: = −+ ... (10) 

where ∈= 0	and � = 0  

 As the original equations (1) admit Jacobean integral, the 

variational equations of motion (10) will also admit Jacobean integral.  

 Multiplying the first and second equations of (10) by 2Q�D 	and 2Q�D  
respectively, adding them and then integrating the final equation, 

Jacobean integral at the Lagrangian point becomes as  

Q�D� + Q�D� + Q��7−3 − 	: + Q��7−	: + Q� K2 M
 cos � − 73 + 	:�F −
��� � −

�!
 !"

%&')!
* NP + Q�S2T+ − 	�FUV = ℎ� ... (11)  

ℎ�	is the constant of integration at the Lagrangian point.  

 To test the stability in the sense of Liapunov7, Jacobean integral is 

considered as Liapunov function  7Q�D , Q�D , Q�, Q�:. Thus,  
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W7Q�D , Q�D , Q�, Q�: = Q�D� + Q�D� + Q��7−3 − 	: + Q��7−	: +
Q� K2 M
 cos � − 73 + 	:�F − ��� � −

�!
 !"

%&')!
* NP + Q�S2T+ − 	�FUV ... (12) 

5. Results and discussion 

 W	is taken as Liapunov's function. As W	is the integral of the 

system of variational equations (10), its differential taken along the 

trajectory of the system must vanish identically. Thus, only condition 

that the Lagrangian point be stable in the sense of Liapunov is that 

W		must be positive definite. For making (12), a positive definite function, 

it is mandatory that the function does not have terms of first order in the 

variables whereas the terms of the second order must satisfy the 

Sylvester's conditions for positive definiteness of quadrative forms. 

Thus, the sufficient conditions for stability of the system at the 

Lagrangian point are  

(i) 2 M
 cos � − 73 + 	:�F − ��� � −
�!
 !"

%&')!
* N = 0  

(ii)  2T+ − 	�FU = 0 

(iii) −73 + 	: > 0 

and  

(iv)  −	 > 0 ... (13)  

6. Conclusion 

 For stability of the Lagrangian point in the sense of Liapunov, 

Jacobean integral at the Lagrangian point must be positive definite. This 

means that Liapunov’s function must be positive definite. But in the 

present problem, Liapunov’s function is not positive definite. It is based 

on the fact that all the four conditions for positive definiteness given by 
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(13) are not identically satisfied simultaneously. Therefore it is 

concluded that the Lagrangian point is unstable.  
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