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Density Functional Theory in Two-Dimensional  

Quantum Materials 

M. Bora and P. Deb* 

Department of Physics, Tezpur University (Central University) 

Tezpur-784028, India 

 [Abstract: First principle-based density functional theory (DFT) has made 

tremendous impact on considering the properties and application of two-

dimensional (2D) quantum systems. Available DFT simulation codes such as 

Quantum ESPRESSO (QE), Vienna    initio simulation package (VASP) etc., can 

predict a wide range of energies, physicochemical, structural, vibrational, optical 

and spectroscopic, thermodynamic, magnetic phenomena. The structure-property 

correlation has evolved experimental findings by interpreting and analyzing the 

obtained experimental spectra. In this regard, validation of experimental findings 

of structure-property correlation via DFT simulation is an utmost important to 

realize the intrinsic nature of 2D quantum materials. Moreover, DFT is 

significantly increasing the demand because of its ability of discovering novel 

materials and their culmination of atomic structure addressing the long-lost 

limitation of identifying crystal polymorphs from its chemical composition. Here, 

we highlight the capabilities of DFT simulations with various properties required 

to understand the functionality of 2D quantum materials and the correlation with 

the experimental findings for its applicability in real-time scenario.] 

*Corresponding Author : pdeb@tezu.ernet.in 

 

INDIAN JOURNAL OF THEORETICAL PHYSICS, VOL 70, NOS. 1 & 2, 2022 



8                                         M. BORA AND P. DEB 

1.   Introduction 

Designing and governing the quantum effects of atomically thin van 

der Waals (vdW) crystal endows basic realization of the underlying 

mechanism and interactions, which greatly influences in creating new 

functionalities such as Mott insulation, spin and valley-polarization, 

nontrivial phases, strongly correlated phenomena, structure-property 

correlation, thermoelectrics
1-8

.The quantum confinement of electron in such 

atomically thin vdW crystal endues new physical paradigm that can be 

engineered by varying the parameters and sequence of the layered system
9
. 

These atomically thin vdW crystals have enormous potential in applied 

aspect such as environmental remediation, catalytic activity, energy storage, 

food packaging
10-15

. Despite a huge upsurge in material modelling, hunt for 

new vdW crystals and their systematic assessment of properties is still in 

improvement stage at the atomic and electronic level
16,17

. Therefore, there is 

an utmost need for high throughput approach using material modelling tool 

such as density functional theory (DFT), which has the competence of 

expecting the essential inherent properties of the quantum materials prior to 

the experimental realization and fundamental mechanism along with 

interactions involved in it 
18

.  

The DFT is a fundamental premise including the motion and pair 

correlation to achieve electronic ground state, which primarily utters in 

terms of total electron density
19, 20

. Since the beginning, DFT gained 

enormous attention in realizing ground state electronic density, energy of 

any system such as clusters, solids, atoms and molecules in presence or 

absence of external perturbations
20

. The basis of DFT is based on 

Hohenberg-Kohn (HK) theorem
21

, Kohn-Sham (KS) principle
22

, local 

density approximation (LDA) and PAW method
23

, generalized gradient 

approximation (GGA)
24

 and pseudopotential (PP) method, which are 
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discussed in the present chapter for in-depth understanding of this ab initio-

based simulation. These particulars required to contrive the basis sets in 

DFT simulation utilizing various packages such as QUANTUM Espresso
25

.  

DFT is a complementary approach to the traditional methods, which 

disentangle the complexities of many-body problem in quantum systems. 

Using DFT codes, graphene and other 2D materials such as transition metal 

dichalcogenides (TMDs) has been investigated for structural, vibrational, 

and electronic properties consuming LDA
26

 and GGA with Perdew-Burke-

Ernzerhof (PBE) functionals
24

. Moreover, DFT permeates the interlayer 

binding energies for atomically thin vdW crystals in the span of few 

meV/Å
2
 

27
. Recently, DFT also simulates magnetic behaviour of vdW 

magnetic monolayers, hybrids and heterostructures
2-18, 10-15, 39, 53

. In this 

regard, using the contemporary computational codes becomes challenging 

task to achieve the electronic properties considering a many-body problem 

for quantum materials (functional as well as structural).  

As evident from aforementioned discussion, a complete quantum-

mechanical approach of a system is required considering nuclei and 

electronic wave functions; however, the mass of an atomic nucleus is much 

higher than that of mass of electron. The ab initio based technique has huge 

impact in modelling and determining properties of atomically thin vdW 

crystals with its application aspect. In this review paper, we try to highlight 

the promising aspects of First-principle based DFT in determining energetic 

stability, electronic, magnetic, topological properties along with their 

potential applications in atomically thin vdW crystals and there 

heterostructure s. The aforementioned properties can be described within the 

framework of DFT, which is validated at       and intrinsic behaviour of 

quantum materials can be speculated and remains consistent over the extent 

of electronic wave functions. Additionally, we correlated DFT simulated 
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results with experimental findings for in-depth and comprehensive 

understanding in structure-property correlations of quantum systems. 

Finally, we describe the advantages and properties that can be investigated 

using DFT as a tool for atomically thin vdW heterostructure in various 

applications. 

2.   Density functional theory methods 

Initially, the strongly correlated electron system was explained by 

Thomas-Fermi (TF) model
28, 29

 and Hartree-Fock-Slater
30

 method, which 

are the ancestor of latest DFT method. As per the TF model, the class of 

system containing interacting electrons without relativistic effect in 

Schr ̈dinger equation can be written as, 

   ̂   ̂    ̂   

   
 

 
∑   

 
  ∑     (  )  

 

 
∑

 

       
    

Here,  ̂   
 

 
∑   

 
  denotes the kinetic energy operator,  ̂   

∑     (  )  is potential energy due to electron-nuclei interaction and 

 ̂   
 

 
∑

 

       
    is potential energy due to electron-electron interaction. 

With the help of TF approximation, the kinetic energy T[n(r)] is 

approximated for a non-interaction system with electron density n(r). In TF 

model, the exchange-correlation energy term is ignored and the Hartree 

approximation remains identical to TF model. In this regard, this technique 

fails to realize the shell model and stabilization of molecules.   

The aforementioned shortcomings can be overcome by generalizing 

the TF model implementing in modern DFT approach. The modern DFT 

approach is found to be an exact approach for solving many-electron 

problem. This approach solves the set of equations via iterative scheme, 

which is based preferably on KS scheme. The precursor to modern DFT 
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approach is associated with the previous work of Thomas
29

, Fermi
28

, 

Dirac
31

, von Weizsacker
32

 and Slater
33

. The beginning of DFT approach was 

evolved from the ground-breaking research of Hohenberg and Kohn in the 

year 1964
21

 and Kohn and Sham in 1965
22

. The HK theorem published in 

1964 describes that the energy ground state is a functional of electron 

density, where combination of energy and electron density can be acquired 

by minimizing the energy as a function of the density at fixed functional. 

The paper published in 1965 set a stage to form the electronic ground state 

density by considering non-interacting orbitals, basically the KS wave 

functions. The preliminary understanding of the HK theorem and KS 

scheme constructs the ideal system for non-interacting Fermions having 

density n(r) equivalent to interacting Fermions. Taking into account the 

superiority of both the works, the respective theorems are explained below 

for detail understanding. 

2.1  Hohenberg-Kohn Theorems 

The first theorem states as: The ground state energy E0 is the  

unique functional of the ground state electron density 

E0=<Ψ0[n0]|H|Ψ0[n0]>=E0[n]. 

The Coulombic potential present between electrons for determining 

the electronic nature of solids, basically depends on HK functional. 

Moreover, the interacting nucleus, molecules, crystals depend on the 

effective potential operator. Therefore, the HK functional is named as 

unique functional, because it attains constant value for all systems. The non-

degenerate ground state electron density can be constructed from the 

Hamiltonian operator, which determines the information of expectation 

values for all states of the system.  
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The second theorem states as: The ground state energy E0 can be proved  

via Variational principle: the electron density n(r), that minimizes the total 

energy, is the true ground state energy E0[n0] E[n]. 

The external potential universally constructs the ground state wave 

functions, which establishes all observables of the system such as kinetic 

energy. Moreover, the HK theorems are expanded to more crystal systems 

and dimensions from bulk to low-dimensions, which incorporates various 

parameters such as SOC, spin-polarization etc. Moreover, HK theorems are 

extremely robust, but practically they do not have any provision to compute 

the ground state electron density. In this regard, Kohn and Sham provides a 

simple iterative method scheme for performing ab initio DFT calculations. 

2.2   Kohn-Sham approach 

Kohn and Sham advocate the following scheme: 

The theorem formulates that for each interacting system S with 

distinct functional, there exist non-interacting system R, described by 

Hamiltonian   ̂   ̂    ̂, where   ̂ yields the same true ground state 

electron density nS(r)=nR(r). 

The HK theorem determines uniquely the ground state electron 

density of the system. It is important to obtain suitable potential energy to 

describe the electron density nR(r). The additional system exhibits non-

interacting kinetic energy functional; the density of that energy functional 

collects from single-particle equation to obtain KS orbitals. The single-

particle equation relies on the electron density n(r), also depends solely on 

KS orbitals. In this regard, it is important that the single-particle equation 

must be solved self-consistently by means of iterative scheme. The ground 

state energy and electron density can be obtained exactly, if the exchange-

correlation (XC) term is exactly recognized. It is necessary to know the 
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exact value of XC term, because it has all the quantum mechanical origin for 

various fictitious non-interacting and interacting systems. Therefore, it has 

an utmost need to find an appropriate and descent approximation to 

determine the XC term.  

2.3   Exchange-Correlation term 

The KS-DFT approach is mainly to solve many-electron Schr ̈dinger 

equation by separating out the discrete single-particle kinetic energy term 

and Hartree term from the interacting XC functional. However, an 

appropriate discussion on XC functional can be understood by quantum 

mechanical adiabatic process. The Hamiltonian for electron density varies 

adiabatically to reach the ground state more rapidly than the motion of 

nucleus. The XC term accounts for remaining interacting and non-interacting 

kinetic and electrostatic terms, which creates a bridge by determining the 

scaling factor (ξ) to obtain the electron-electron coupling term. The 

interacting and non-interacting terms are transformed between 0 and 1, 

where density is constant under adiabatic process. This inference suggests 

the equation for exchange-correlation energy term, 

   [    ]  
 

 
∫      ∫

       
  

    
                           

Here, nXC(r, r’) corresponds to the average XC interaction factor. Thus, we 

can determine the exchange-correlation density as, 

   [    ]  
 

 
∫

       
  

      
                                        

The nXC term can be decomposed into two disparate parts expressed as 

nXC(r,r’)= nX(r,r’)+nC(r, r’), where nX(r, r’) is the exchange term and nC(r, 

r’) is correlation term obtained linearly. The exchange term (nX) can be 

characterized by considering the Hartree-Fock (HF) energy term as, 
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   [    ]  
 

 
∫      ∫

      
  

    
                              

The exchange-correlation term XC can be described as     

∫       [    ]  . The true ground state can be obtained by employing 

the approximations to know the exact XC functional. It is important to 

realize exchange-correlation density for each electron to construct 

appropriate approximations to realize the quantum mechanical origin.  

2.4   The Plane-wave Pseudopotential approach 

To introduce DFT practically on real systems, it is essential to solve 

KS equations in a computationally efficient way via iterative scheme with 

highest accuracy in the results. The calculation carried out in all the chapters 

of this thesis considers the plane wave pseudopotential method to solve the 

KS equations. This method involves plane wave basis set to characterize the 

atomic orbitals and pseudopotential designate the nucleus and core 

electrons. Alternative methods to describe plane wave pseudopotential does 

exist in simulations include localized basis function for sole atomic 

orbitals
34

. Although the alternate methods are computationally favourable, 

but these methods suffer due to incomplete basis set creating hindrance in 

obtaining truly converged ground state energy as a function of basis set. In 

this regard, plane wave pseudopotential approach is highly considerable 

over the alternate basis sets. Combination of plane waves with 

pseudopotential can extensively modify the exactness of DFT calculation. 

Currently pseudopotential, also known as effective potential, constructed 

from first-principles calculations by solving KS equation and simplifies the 

information regarding complex systems. The manifestation of 

pseudopotential gives an effort to modify the complication of the motion of 

core electrons and nucleus creating an effective potential term, which 

modifies the Schr ̈dinger equation instead of Coulomb potential term. The 
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atomic orbitals exhibiting spherical symmetry conduct the task and express 

its wave function as the product of radial and spherical function. The 

Schr ̈dinger equation can be solved by reducing to one-electron particle 

considering radial function by integrating numerically. A schematic 

illustration of corresponding many-electron wave function expressed with 

respect to Coulomb potential shown in Figure 2.1. The prime motive is to 

reduce many-electron problem within a sphere of effective potential having 

core electrons with radius rcut-off by a debilitated potential having same 

ground state wave function for similar energy eigen value as the initial 

many-electron wave function outward rcut-off (shown in Figure 2.1 with 

dotted line). Pseudopotential with higher electron core cut-off radius is 

softer, which converges more promptly.  

 

 

 

 

 

 

 

 

Fig. 

2.1: 

Displaying the schematic representation of many-electron wave function shown in 

green dashed line and corresponding pseudo wave function, ΨPseudo (green solid 

line) combining with Coulomb potential shown in red dashed line and 

pseudopotential (red solid line). 
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The concept of pseudopotential approximation was first introduced in 

1934 by Hans Hellmann. The commonly used pseudopotential in modern 

DFT is norm conserving pseudopotentials (NCPP) and ultrasoft 

pseudopotential (USPP). The former pseudopotential basically includes the 

creation of nodeless pseudo wave function ΨPseudo by conserving the norms 

of many-electron wave functions. These pseudopotentials commonly allow 

basis-set by considering lower cut-off energy for describing the electronic 

wave functions with proper convergence with reasonable computing 

resources. However, NCPP was first introduced in 1979 by Hamann, 

Schl ̈ter and Chiang (HSC)
35

. The norm conserving pseudopotential 

generates by inverting the Schr ̈dinger equation at many-electron Eigen 

values, given as 

[ 
  

   
           

 

 
]  

 

 
                             

 ̂     ∑∑                

  

                            

The norm-conserving pseudopotential acquired here is semi-local with 

high degree of tunability, which performs utilizing single-electron wave 

functions in the similar manner. However, to minimize computational cost 

Kleinman and Bylander
36

 reframed the equations independently in non-local 

form. The challenge remains when all elements are treated with nodeless 

valence electrons within pseudopotential framework. In this case, the wave 

functions of pseudopotential and many-electron must be commensurate. The 

electrons in valence state are predominantly localized in ionic core making 

it computationally expensive for carrying out the calculations. To overcome 

the limitation of NCPP, Vanderbilt developed an advanced pseudopotential 

named Vanderbilt ultra soft pseudopotential (USPP), where the need of 
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including ionic cores has been relaxed
37, 38

. In this case, USPP considers 

small portion of wave function, which is simulated instead of illustrating the 

full potential wave function using plane waves. This helps in reducing the 

cut-off energy of plane wave in the simulations. The compensation in plane 

wave cut-off energy lowers the cost of computation in many other 

computational efforts needed for improvement.   

2.5   Properties of 2D quantum materials 

Advances in scaling down with 2D quantum materials lead to 

improved functionality that is ambiguous from bulk counterparts. This 

ambiguity is mostly evident from the transformation of electronic structure 

when it comes to monolayer. In addition, 2D material comprises of surfaces 

and interfaces which later can be altered by forming heterostructure  by 

proximity effect
2, 4, 5

, adding heteroatoms over the surface
11, 12

 and dopants
39

 

can vividly vary the intrinsic properties of the pristine system. The 

exclusivity 2D quantum materials reveal possibly useful properties such as 

high carrier mobility
6
, topologically active states

2, 3
, tunable electronic 

structure
5
, high electronic thermal conductivities

7
 and its application in 

spintronics and valleytronics
2,3,5

, quantum energy storage
12

, catalysis
40

. In 

this regard, First-principle DFT simulation provides an effective tool to 

approach and solve the above-mentioned alteration in structure-property 

correlation in atomically thin vdW materials. This section will offer a 

comprehensive overview of DFT simulation of the various properties of 2D 

quantum materials.  

2.5.1   Electronic properties 

One of the utmost importance in DFT is to achieve ground state 

energy at T = 0 K with the coordinates characterize by atomic positions and 

atomic numbers for amplified quantum system by maintaining its 
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periodicity of crystal system. DFT quantifies the atomic coordinates which 

is reliable for approaching electronic properties calculation. First, DFT 

merely depends on single-particle wave functions creating the periodicity to 

be direct and simpler. Second, DFT employ plane-waves along with 

pseudopotentials having effective scaling for distinctive sizes of system 

comprising N number of atoms
41

. The electronic properties and modelling 

of 2D quantum materials are characterized by density of states (DOS), 

electronic band structure, and charge density distribution as shown in figure 

2.2. The optimized interlayer spacing and atomic structure is obtained by 

simulating the ground state energy using Feynman-Hellman theorem under 

the framework of density functional theory as shown in figure 2.2 (a) and 

(b). The interlayer spacing between graphene and ferromagnetic CrBr3 is 

0.13 Å displaying in figure 2.2 (b). Figure 2.2 (a) is modelled in such a way 

where A and B are contrasting sublattices, where optimized ground state 

energy is obtained for vdW heterostructure  system. The optimized ground 

state energy is achieved when ferromagnetic ordering is considered using 

PBE-GGA exchange and correlation functional
42

. Figure 2.2 (c) shows the 

spin-polarized partial density of states (PDOS) for Gr-CrBr3 vdW 

heterostructure . It is evident from the figure 2.2 (c), the total spin-

polarization is found to be 63.6% in the heterostructure  system which is 

higher than the pristine systems. Figure 2.2 (e) shows the semimetal-

semiconductor characteristic of the vdW heterostructure  system, which also 

signifies the modelling of the atomic structure using PBE-GGA functional 

and exchange term U (Coulomb interaction) for 3d electrons of chromium 

atom precisely accurate and cancels the self-interaction between an electron 

and own charge density. The blue and cyan continuous lines signify spin-up 

and down bands, respectively
2, 5

. Figure (h) and (i) shows the HRTEM 

micrographs of graphitic carbon nitride (g-C3N4) and g-C3N4@FeNi3with an 
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inset of the atomic configuration of heterostructure  system. These systems 

show promising electrochemical behaviour having its suitability in 

developing planar micro-super capacitor for quantum energy storage 

capacity. As expected, we notice the changes in LDOS (figure 2.2 (j)) where 

monolayer g-C3N4 have a band gap and transforms to metallic in case of 

multilayer. Moreover, the heterostructure  system shows metallic behaviour 

in monolayer as well as multi layeras shown in figure 2.2 (k) using the same 

exchange-correlation functional represented by projector augmented wave 

(PAW) pseudopotentials
23

.  Figure 2.2 (f) and (g) corresponds to multilayer 

g-C3N4 and g-C3N4@FeNi3, which corroborates well with figure 2.2 (j) and 

(k)
 12

. Figure 2.2 (l) and (m) corresponds to the electronic band structure of 

monolayer black phosphorus (MLBP) simulated at 300 and 500 K. The inset 

shown in figure 2.2 (m) describes the atomic configuration of MLBP with 

an optimized structure by means of quasi Newtonian algorithm using ab 

initio DFT simulation. It is noticed that the trend of band gap is consistent 

with metallic nature at room and high temperature using PBE-GGA 

functional with PAW pseudopotential which later-on combining with 

density functional perturbation (DFPT) theory analyses the phonon 

dynamics of 2D quantum system
6
. It is also important to mention that there 

is hybrid functionals such as HSE06, SCAN, optB88 used for simulating 

various properties such as electronic, optical etc for more accuracy. 

However, the hybrid functionals are computationally heavy and expensive; 

in such case PBE-GGA functional is computationally efficient and varies 

the density regimes for hybrid interfaces
24, 43

. 
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Fig. 2.2:Atomic configuration of Gr-CrBr3 vdW heterostructure (a) Top-view of 

Gr-CrBr3 heterostructure in unit cell. (b) Side view of the heterostructure with an 

interlayer spacing of 0.13 Å. The grey, blue and red spheres correspond to carbon 

(C), chromium (Cr) and bromine (Br) atoms, respectively. (c) Spin-polarized total 

partial density of states (PDOS) of the heterostructure  system. (d) Charge density 

distribution of Gr-CrBr3 bilayer system. (e) Spin-polarized dependent electronic 

band structure of heterostructure  system. The blue and cyan continuous line 

displays spin-up and down configuration, respectively. Inset displays the 

topologically preserved Dirac cone at the Fermi level. Electronic band structure of 

multilayer (f) g-C3N4 (g) g-C3N4@FeNi3 heterostructure  composite along high-

symmetry point Γ-M-K-Γ.HR-TEM micrograph of (h) g-C3N4 (i) g-C3N4@FeNi3 

heterostructure  composite. Local density of states (LDOS) for monolayer and 

multilayer (j) g-C3N4 (k) g-C3N4@FeNi3 heterostructure  composite system. The 

band structure at (l) 300 K (m) 500 K of monolayer black phosphorus (MLBP). 

2.5.2   Magnetic properties 

Understanding magnetic behaviour solely has no particular theoretical 

method instead it is a quantum mechanical phenomenon, where DFT is one 
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of the most effective theoretical tools to govern the magnetic phenomena in 

solid state. Under the framework of DFT, magnetic properties can be 

characterized by quantities such as magnetic moment, magnetic ordering, 

and direction of magnetization, non-collinear case and spin-orbit coupling 

(SOC) at ground state. In non-SOC case, the magnetic moment is stated by 

considering scalar quantities where the overall energy of the system remains 

unchanged to the spin rotation of crystallographic variable cell. In SOC 

case, the computation cost is 1-2 magnitude higher because of considering 

complete spin-density matrix and symmetry breaking of quantum 

materials
44

. This limitation can be overcome by incorporating self-

interaction correction (Hubbard Parameter, U) in the input of the DFT 

calculation. Few studies in achieving the ground state energy with magnetic 

ordering has been established to articulate the spin related phenomena in 2D 

quantum materials. Figure 2.3 (a) shows electronic band topology of Gr-

CrBr3 heterostructure  system in presence of SOC, where a global band gap 

is opened at the Fermi level as compared to non-SOC case shown in figure 

2.2 (e). The magnetic moment obtained for the heterostructure  system and 

monolayer CrBr3 is 3.47 µB per cell and 3.39 µB per cell, respectively. It is 

seen that the magnetic moment is increased up to 8% in the heterostructure  

and 39% in the monolayer relative to the bulk counterpart. The DFT+U 

parameter is incorporated along with non-collinear input in the simulation of 

Gr-CrBr3 vdW heterostructure . Figure 2.3 (b) displays the projected density 

of states of the heterostructure  system with the inclusion of SOC. It is 

evident that orbital contribution of individual atoms of the heterostructure  

system. The spike nature of PDOS pattern ventures the presence of 

ferromagnetic ordering due to magnetic proximity effect in hetero-bilayer 

system
2, 5

. Figure 2.3 (c) describes the crystal structure of 1T-VSe2/1H-

MoSe2 vdW heterostructure  system. The ground state energy is achieved 
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when ferromagnetic ordering is considered in the system. Figure 2.3  

(d) shows the PDOS for the individual atoms orbital contribution, where the 

magnetic ordering is basically due to the presence of 3d
3
-4s

2
 orbitals of 

vanadium (V) atom. Figure 2.3 (e) displays the density of states for  

1T-VSe2/1H-MoSe2 heterostructure where spike like nature is clearly 

evident speculates the presence of magnetic ordering. It is also seen that the 

spin-up states relative to spin-down states are not matching, constructing an 

asymmetric behaviour with metallic nature near the Fermi level. Moreover, 

the asymmetric nature reveals the magnetic behaviour of the heterostructure 

system with net spin preservation that confirms the presence of magnetic 

moment. The collinear self-consistency achieves total magnetic moment of 

2.64 µB per cell in the heterostructure  system
3
. It is seen from the studies 

that DFT appears to be a good candidate for initial theoretical determination 

of the magnetic landscape in low-dimensional quantum systems. 

 

Fig 2.3: (a) Electronic band structure of Gr-CrBr3 vdW heterostructure  with the 

inclusion of spin-orbit coupling (SOC). The magnified image shows band topology 

at Fermi level. (b) Spin-polarized PDOS of Gr-CrBr3 vdW heterostructure  in 



DENSITY FUNCTIONAL THEORY IN ETC.                   23 

 

presence of SOC. Crystal structure of 1T-VSe2/1H-MoSe2 vdW heterostructure   

(c) Top-view of AB stacked super cell. The orange, blue and white spheres are 

vanadium (V), molybdenum (Mo) and selenium (Se), respectively. (d) Collinear 

PDOS with atomic orbital contribution and (e) total density of states without 

implementation of SOC. 

2.5.3   Topological properties 

Topologically non-trivial phases in 2D quantum materials have been 

fascinating due to their potential application in spintronics and 

valleytronics
45

. To realize the topological phenomenon in such quantum 

systems, the incorporation of relativistic effectsact as an important element 

in characterizing electronic, magnetic, and topological properties. These 

effects are classified into scalar-relativistic (SR) associated to mass-velocity 

and Darwin terms, and the fully-relativistic considering SOC. The second 

term provides various physical phenomena such as Dresselhaus
46

, Rashba 

effects
47

, and spin Hall Effect
48

. The fundamental mechanism for 

occurrence of topologically active states in 2D quantum materials is because 

of spin-orbit interaction (SOI)
49

. Therefore, it is necessary to treat the 

problem of SOI by considering ab initio methodologies. Recent DFT-based 

studies with maximally localized Wannier function (MLWF) approach
50

 

have been investigated with the implications of SOC, which validates the 

occurrence of quantum phenomena in vdW heterostructure  system. Figure 

2.4 (a)shows the collinear electronic band structure of 1T-VSe2/1H-MoSe2 

vdW heterostructure , whereas figure 2.4 (b) displays the corresponding 

magnified image of figure 2.4 (a) with crossing of bands. With inclusion of 

SOC, a small gap of 10 meV is observed in figure 2.4 (c) and (d) 

corresponding to non-trivial band topology. The calculation of Z2 invariant 

number is obtained for six momentum planes (shown in figure 2.4 (e) [i-

vi])by interfacing DFT and MLWF. In figure 2.4 (e) [i-iv] shows no 
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crossover of the reference line (green dashed line) whereas the reference 

line (green dashed line) is crossed once along the kz plane as shown in 

figure 2.4 (e) [v-vi]. This also confirms from figure 2.4 (f) where evolution 

line of Wilson loop crosses the reference line (green dashed line) once 

depicting the Chern number value of the heterostructure  system to be 1
3
. In 

another case, the evolution of Wilson loop and Berry curvature is observed 

for Gr-CrBr3 vdW heterostructure . It is seen in figure 2.3 (a), the opening 

of global band gap at Fermi level further characterizes the Berry curvature 

to be non-zero. Figure 2.4 (g) shows the Berry curvature to be inverted and 

peaked at valley K and K’, respectively. The presence of positive and 

negative value in Berry curvature leading to valley Chern number to be 1. 

This is also evident from figure 2.4 (i) with the implications of SOC the 

evolution line has crossed once the reference line (red continuous line) as 

compared to non-SOC case where no crossing of evolution line is seen as 

shown in figure 2.4 (j). The inverted and peaked valley at K and K’ can be 

corroborated with Berry density plot shown in figure 2.4 (h) which acts like 

a source and sink of Berry curvature. This clearly signifies the presence of 

topologically non-trivial phase and valley contrasting anomalous behaviour. 

Figure 2.4 (k) displays the anomalous Hall conductivity of Gr-CrBr3 vdW 

heterostructure  system. The red dot-dashed lines mark the extreme maxima 

of valley K and K’ suggests the existence of valley contrasting anomalous 

Hall effect
2
. Apart from inclusion of SOC, 2D quantum materials has high 

degree of tunability with application of external perturbative effect such as 

electric field, strain, and pressure
51, 52

. Figure 2.4 (l) and (m) shows the 

phase diagram of obtaining Z2 topological invariant with the inclusion of 

electric field in electronic band structure of hexagonal boron nitride (h-

BN)/Gr/h-BNsymmetric and asymmetric trilayer  vdW heterostructure  

system, respectively
53

.  
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Fig. 2.4: Energy band topology of 1T-VSe2/1H-MoSe2 vdW heterostructure   

(a) non-SOC. The red dashed and black solid lines correspond to spin-up and down 

states, respectively. (c) with implications of SOC. The magnified image displays 

(b) the band crossover, (d) band gap of 10 meV. (e) Represents the Z2 invariance 

along (i) k1 = 0.0, Z2 = 0; (ii) k1 = 0.5, Z2 = 0; (iii) k2 = 0.0, Z2 = 0; (iv) k2 = 0.5, 

Z2 = 0;(v) k3 = 0.0, Z2 = 1; (vi) k3 = 0.5, Z2 = 1 momentum planes. (f) Wilson loop 

for 1T-VSe2/1H-MoSe2 vdW heterostructure  with the inclusion of non-collinear 

relativistic effect. (g) The Berry curvature plot of Gr-CrBr3 vdW heterostructure  

system along the high-symmetry points. The red dashed arrows show Ω(k) and -

Ω(-k) (in logarithmic scale). Inset shows the first Brillouin zone of Berry curvature 

in 2D k-plane. (h) Berry density plots for the first Brillouin zone of heterostructure  

system. (i) Evolution of Wilson loop for Gr-CrBr3 hetero-bilayer system with 

inclusion of SOC (j) without SOC. The red solid line shows the reference line.  

(k) The calculated anomalous Hall conductivity with respect to energy. The red 

dot-dashed lines show the two valleys. Inset shows the device architecture of 

quantum valley Hall (QVH) effect in the vdW heterostructure  system. 
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2.5.4   Catalytic properties 

Catalytic activity is the quantum chemical method where the chemical 

reaction takes place between surface and interface explaining the adsorption 

mechanism and surface conversion of 2D vdW systems
54, 55

. In this line, 

theoretical approach has become rigorous due to the clarification of 

spectroscopic data and validation of catalytic mechanism, which models the 

chemical reaction pathways and chemical reactivity.In this regard, DFT-

based calculations improve the understanding on homogeneous chemical 

reactions, heterogeneous catalysis, surface science, and electrochemical 

activity
56

. The adsorption process in Al5Mg2 cluster has been simulated 

under DFT framework using PBE-GGA functional as the basis method
57

. 

The energy barrier and reaction pathways of the system can be described by 

nudget-elastic-band (NEB) approach
58

. The complexity increases in 

electronic structure of such cluster based systems, which creates steric 

hindrance and later on act like a macromolecules. In this regard, the lattice 

of 2D quantum materials and the interface between the 2D surface and the 

active constituent deliver important confining milieu for active sites, which 

encourage new perspective of confinement catalysis with 2D quantum 

materials
59

. Experimentally established g-C3N4/CuSe hetero interface for 

photo catalytic activity have been carried out for which    initio based DFT 

study is incorporated to validate the catalytic activity of the heterostructure 

system. Figure 2.5 (a) and (b) displays the crystal geometry of g-C3N4/CuSe 

and g-C3N4/CuSe-Methylene blue (MB) heterostructure system, 

respectively. The ground state energy of the heterostructure  system is 

achieved by considering vdW correction proposed by Grimme
62

. The total 

surface energy value for g-C3N4/CuSe-MB is -1582.57 Ry whereas for 

pristine system without MB the total surface energy value is -1205.22 Ry. 

This confirms heterostructure  system in presence of MB molecule have 
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higher stability than the pristine system without MB molecule. Figure 2.5 

(c) and (d) displays the DOS pattern of g-C3N4/CuSe and g-C3N4/CuSe-

MBto realize and control the dynamic nature of the active sites present in 

the heterostructure  system. The overlapping and metallic nature is clearly 

evident from the DOS pattern of the systems. The presence of copper (Cu) 

and selenium (Se) atoms trigger the metallicity at the Fermi level in the 

heterostructure  systems. As a consequence, the electrons localized above 

the surface of g-C3N4 and obtained metallicity along with the conduction 

band (CB) and enhanced kinetic energy suggests the delocalized activity of 

the active sites. Figure 2.5 (e) displays the planar-averaged electrostatic 

potential along z-directions for the heterostructure  systems. The potential 

drop of 4.04 eV is clearly evident through the CuSe and g-C3N4 interface, 

controlling the charge transfer from CuSe to g-C3N4 system. The potential 

drop clearly shows the robustness of electrostatic field strength at the 

interface, which speculates the effect of carrier mobility and charge transfer 

in the heterojunction and fasten the dye degradation mechanism also seen in 

figure 2.5 (h-j). Figure 2.5 (f) shows the layered morphology of g-

C3N4/CuSe heterostructure system. The wrinkled layers of g-C3N4 are 

observed along with the agglomerated plates of CuSe. The junction 

produced between g-C3N4 and CuSe will accelerate the separation of photo 

excited carriers in photocatalytic mechanism.  Figure 2.5 (g) depicts the 

UV-visible light spectrum of the heterostructure system. The UV absorption 

band edge of heterostructure system is found to be 402 nm. The inclusion of 

CuSe plates into g-C3N4 suggests the Frenkel exciton dissociation, which 

widens the range of visible light spectrum. The inset determines the 

corresponding band gap of g-C3N4@CuSe estimated to be 0.77 eV. This 

confirms the band gap of the heterostructure squeezes tending to metallicity 

when combined with g-C3N4 due to which the photocatalytic activity is 
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boosted. Figure 2.5 (h-j) displays the complete decolouration of MB dye 

occurs within 15 minutes for the g-C3N4/CuSe heterostructure  system. In 

order to validate the photo catalytic activity of the heterostructure  system, 

the ab initio DFT simulation is taken into consideration. Figure 2.5 (l-q) 

reveals the band alignment diagrams using three different functionals PBE 

(figure 2.5 (l,o)), meta-GGAC (figure 2.5 (m, p)), and Heyd-Scuseria-

Ernzerhof (HSE) (figure 2.5 (n, q)) hybrid functional for the heterostructure  

system without MB (top panel of figure 2.5 (l-n)) and with inclusion of MB 

(lower panel figure 2.5 (o-q)), respectively. The calculation of these band 

alignments in nanoscale regime requires numerous steps to realize the 

involvement of individual atoms on the proximitized interface and planar 

averaged electrostatic potential of the pristine solids in any heterojunction
40

. 

Figure 2.5 (r-t) shows stable atomic configuration of isolated molybdenum 

sulphide (MoS2) layer, isolated graphene layer and isolated nitrogen doped 

graphene layer, respectively. Figure 2.5 (u, v) shows the pristine hetero-

bilayer system and nitrogen-doped hetero-bilayer, respectively. Figure 2.5 

(w, x) displays the trilayer of Gr/MoS2/Gr and N-Grp/MoS2/N-Grp, 

respectively. Figure 2.5 (y) depicts the free energy diagram
60 

at over 

potential U=0 eV to describe the steps to achieve hydrogen evolution 

reaction (HER) process using NEB approach under DFT framework. The 

trilayer system N-Grp/MoS2/N-Grp shows high value of free energy due to 

increased conductivity and higher surface area of the heterostructure  

system. Figure 2.5 (z) depicts the electro catalytic and HER activity in terms 

of hydrogen coverage for bilayer and trilayer heterostructure  systems. It is 

evident that nitrogen doped layers are forecasting enhanced HER 

performance as calculated from Gibb’s free energy
61

.  
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Fig. 2.5: Crystal geometry of (a) pristine g-C3N4/CuSe heterostructure  and (b) g-

C3N4/CuSe-MB with naming each single atom. Red-dotted box shows the presence 

of CuSe in the variable cell simulation, green dotted triangle portion shows g-C3N4, 

while yellow marked box shows the presence of MB.Density of states (DOS) 

pattern for (c) g-C3N4/CuSe and (d) g-C3N4/CuSe-MB. (e) Planar averaged 

electrostatic potential for g-C3N4/CuSe vdW heterostructure  system. Positive value 

depicts electron accumulation (negative charge and n-type conductivity) and 

negative value shows electron depletion (positive charge and p-type conductivity). 

(f) FESEM image of g-C3N4/CuSe. Yellow dashed area reveals the interface 

between g-C3N4 and CuSe. (g) UV-Visible spectrum of g-C3N4/CuSe 

heterojunction. (h-j) Real time pictures of MB dye degradation under the exposure 

of sunlight. Band alignment diagram of the heterojunction (top panel (l) to (n)) for 

g-C3N4/CuSe and (lower panel (o) to (q)) for g-C3N4/CuSe-MB. Crystal structure 

of (r) monolayer (ML) MoS2, (s) ML graphene, (t) ML nitrogen-doped graphene, 

(u) bilayer (BL) MoS2-graphene heterostructure , (v) BL MoS2-nitrogen doped 
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graphene, (w) trilayer (TL) graphene-MoS2-graphene, (x) TL nitrogen doped 

graphene-MoS2-nitrogen doped graphene. (y) Free energy diagram of HER 

reaction of the heterostructure  system. (z) DFT calculated Gibb’s free energy with 

respect to hydrogen coverage for pristine and corresponding nitrogen doped 

heterostructure  active sites. 

Conclusions and Outlook 

 In this review, we have highlighted ab initio-based density functional 

theory (DFT) approach as a prevailing tool for understanding and predicting 

wide range of properties from energies and modelling atomic configurations 

to reaction pathways and van der Waals interactions in two-dimensional 

(2D) quantum materials and their heterostructure s. Advances in scaling 

quantum materials by solving quantum mechanical equations as a function 

of size restricts their novel aspects in understanding coupled systems like 

2D vdW heterostructure s. In this regard, solving many-body problem 

quantum mechanically from DFT and maximally localized Wannier 

function (MLWF) approach, are one of the substantial tools to investigate 

electronic, topological and magnetic properties of vdW quantum systems. 

For solving HK and KS theorems, DFT is legitimately precise technique for 

calculation of electronic properties using pseudopotential plane wave basis 

sets. While MLWF method rely on localized Wannier basis sets with coarse 

real-space grid using full potential basis sets. Thus, integration of DFT and 

MLWF provides an exact accuracy and reducible simulation to achieve 

various properties of complicated vdW quantum systems, where the 

computational cost becomes less expensive. This creates a bridge between 

First-principles simulations and MLWF for determining various properties 

(topological, magnetic, electronic and catalytic) of strongly correlated 

systems. 
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[Abstract: This article gives an overview of various aspects of fiber optic 

communication technologies, starting from the evolution and structures of optical 

fiber, to the recent trends in networking and fiber-based communication 

technologies. Fiber optic communication is a method of transmitting information 

by sending pulses of infrared light through an optical fiber. Fiber is preferred over 

electrical cabling when high bandwidth, long distance, or immunity to 

electromagnetic interference is required. This type of communication can transmit 

voice, video, and telemetry through local area networks or across long distances. 

Recent advances in fiber optic communication are the technique of wavelength 

division multiplexing, where multiplexing multiple optical carrier signals through a 

single optical fiber channel occurs by varying the wavelengths of laser light. WDM 

allows communication in both directions in a single optical fiber. Another useful 

development in fiber optics technology is doped fiber amplifiers that use doped 

optical fiber as a gain medium to amplify an optical signal. Amplification is 

achieved by stimulated emission of photons from dopant ions, such as erbium in 

the doped fiber.] 

Keywords: Optical fiber, Optical communication, Wavelength division 

multiplexing, Doped optical fiber. 
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1.   Information communication 

A restricted framework for discussion has to be set when one 

presents an overview of the technologies of communication using optical 

fiber, properly indicating the usefulness of the techniques in comparison 

with the existing electronic counterparts. Moreover the priorities and 

utilities have to be assessed in view of the information explosions and 

exploitation which has been taking place at a breathtaking pace. 

We have now entered into the information society: a society in 

which the very existence of its member is intimately dependent on the 

ability to harness the information for the betterment of services and 

business. Information transmission, processing, and storage are innate 

components of the information age. These activities are closely related with 

the terms ‘data’, ‘information’ and ‘knowledge’. An artificially constrained 

meaning of these words is necessary.  

The word information was most probably derived from the Latin 

verb informare (to inform), which in turn may have derived from a French 

word informer, meaning a quantity to give form, or to form an idea of. 

During the fag end of the last century, the term information was defined as 

knowledge that can be transmitted without loss of integrity, thus suggesting 

that information is one form of knowledge. In the same sense, knowledge 

was identified as a state of preparedness built up partly by personal 

commitment, interests, and experiences and partly by the legacy of the 

tradition of the society. Knowledge is therefore fundamentally tacit. 

At the outset, it is necessary to distinguish between the three words, 

data, information, and knowledge. In everyday discourse, the distinction 

between data and information, on the one hand, and between information 

and knowledge, on the other, remains typically vague. The terms data and 
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information are used interchangeably and the notion of information is 

conflated with knowledge. Fundamentally, data are sensory stimuli that are 

perceived through our senses. Information is that subset of data that has 

been processed into a meaningful form for a user. Knowledge is what has 

been understood and evaluated by the user. The following three points 

summarize the essential differences between the three words and concepts 

1.  DATA : Data are syntactic entities with no meaning; they are input to 

an interpretation process i.e. to the initial step of decision making. 

2. INFORMATION : Information is interpreted data. It is the output from 

data interpretation as well as the input to, and output from, the 

knowledge-based process of decision making. 

3. KNOWLEDGE : Knowledge is learned information incorporated in the 

user’s reasoning resources, and made ready for active use within a 

decision process; it is the output of a learning process. 

Therefore, the data is information when used in decision-making, but 

goes beyond this definition since it links the use of data to the underlying 

interpretation process that enables its use. Knowledge, then, is what is 

needed in order to perform the interpretation and what gets learned from 

new information. The role of knowledge, in general, is therefore to play an 

active part in the processes of transforming data into information, deriving 

other information, and acquiring new knowledge. The following process 

gives the route to transforming data into knowledge. 

1.  Transform data into information - referred to as data interpretation 

2.  Derive new information from existing - referred to as elaboration 

3.  Acquire new knowledge - referred to as learning . 
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This introduction sets the stage for the impact analysis of the fiber optic 

techniques of communication. Today’s environment is different from the 

earlier industrial age. The overall volume of commercial and entertainment 

activities has increased. Apparently, more of these increases occur in the 

service sector as information transmission, processing, and storage facilities 

followed by the dissemination of knowledge as defined. 

Fiber optics technology or in the broader term optical communication 

technology with its ability to improve information related transaction is 

playing an increasingly dominant role in shaping this environment. Major 

theoretical development in the area of information communication process 

started with Shannon’s classical theorems on code capacity and channel 

capacity. Shannon’s ideas have been crucial in enabling the advances in 

information and communication technology. In fact, his works were referred 

to as the Magna Carta of the information age. However, Shannon’s 

theorems did not provide the methods for achieving ideal channel capacity 

for a given statistics of the channel, with which all practical communication 

systems can be evaluated with respect of their efficiency. Shannon’s theory 

showed how to design more efficient information communication and 

storage systems by demonstrating the enormous gains achievable by coding, 

and by providing the intuition for the correct design of coding systems. 

While developing the theorems and subsequent theories related to various 

aspects of information, the question of the uncertainty of information either 

generated or received have become an important issue. 

Two important aspects of information communication are the speed and 

the bandwidth. Communication speed is the maximum transfer rate of 

information over a channel. Essentially, it is a measure of how fast data can 

be sent over a wired or wireless channel and is usually measured in bits per 

second. 
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Bandwidth is a range of frequencies within a continuous set of 

frequencies. It is a key concept in many information communication 

applications. In radio communications, for example, bandwidth is the 

frequency range occupied by a modulated carrier signal, where signals do 

not mutually interfere or attenuated. Another definition of bandwidth for a 

system or communication links could be the range of frequencies over 

which the system produces a specified level of performance. A less strict 

and more practically useful definition refers to the frequencies beyond 

which performance is degraded. 

A very na ̈ve example may be given to explain the terms, speed and 

bandwidth in the context of information communication. Suppose that a 

man riding a horse is carrying some information from one place to another. 

Then the speed of information communication is the speed at which a horse 

can run. At a gallop a horse can run at an average speed of say 60 km per 

hour. So the speed of information transmission is about 16 m per second. 

Now suppose ten such horse riders are carrying information from one point 

to another side by side through a path ways (channel) without any 

hindrance. So the bandwidth is the width of the pathways. Now if, 15 horse 

riders are pushed through the same pathways, there is every chance of 

collision and hence loss of information. So the pathway (or bandwidth) is 

not sufficient for carrying information and the channel is now band-limited. 

Fiber optic cables have a much larger bandwidth of over 60 Tbps in 

comparison to 10 Gbps bandwidth of copper wires. 

1.1   Why communication using optical fiber is better? 

We are all familiar with the fact that TV transmission utilizes 

VHF/UHF waveband (30-30000 MHz) while normal radio broadcast 

utilizes lower frequencies (300 KHz to 30 MHz) of the electromagnetic 
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spectrum. The reason for this is that the information content of the TV 

signals cannot be sent intelligently without loss of information using radio 

frequencies as a carrier. Indeed, the higher one goes up in the 

electromagnetic spectrum in frequency scale, the higher would be the 

information-carrying capacity of a communication system. Since the optical 

beams have the frequencies in the range of 10
14

 -10
15

 Hz, the use of such 

beams as a carrier would imply a tremendously large increase in the 

information transmission capacity of the system. However, a light beam 

(even a laser beam) carrying signals cannot be sent in an open atmosphere 

over a long distance because of severe attenuation and distortion due to 

absorption and scattering by the atmosphere. Therefore a better media that 

is, the optical fiber has been developed for carrying light beams, with small 

attenuation and dispersion. 

The advantages of an optical fiber communication system are: 

1.  Higher bandwidth of transmission: Whereas the allowable bandwidth in 

copper cables are nearly 500 MHz and 700 MHz in radio systems, 

optical fiber based communication systems provide a potential 

bandwidth in the order of GHz, since the optical carrier frequency 

ranges between 10
13

 to 10
16

 Hz. Thus with higher bandwidth and low-

loss characteristic, fibers have a higher information-carrying capacity. 

2. No cross-talk or interference: Since optical fibers are dielectric 

waveguides, they are free from electromagnetic interference (EMI) and 

require no EMI shielding. Hence data communication in an optical fiber 

is unaffected in an electrically noisy environment. 

3. Low loss: In comparison to copper cables, fibers exhibit very low 

attenuation (less than 0.2dB/km) or transmission loss. Hence fiber 
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communication systems have wide repeater amplifier spacing, thus 

reducing system cost and complexity. 

4. Security: Unlike metallic-based systems, the dielectric nature of optical 

fiber makes it impossible to remotely detect the signal being transmitted 

within the cable. Accessing the fiber requires intervention that is easily 

detectable by security surveillance. These issues make fiber extremely 

attractive to banking and other sensitive information communication 

systems. 

5. Small size, lightweight and low cost: Owing to the core diameter being 

very small, the optical fiber is lightweight as compared to copper wire. 

Again, when compared to copper based wires and cables optical fiber 

and optical fiber cables are of lower cost. 

6. Ruggedness and system reliability: The optical fiber is rugged and can 

withstand high temperatures and is of high tensile strength. 

2   History of optical fiber development 

In 1954 Harold Hopkins and Narinder Singh Kapany showed that 

rolled fiberglass allowed light to be transmitted. Jun-ichi Nishizawa, a 

Japanese scientist at Tohoku University, proposed the use of optical fibers 

for communications in 1963. In 1966 Charles K. Kao and George Hockham 

at Standard Telecommunication Laboratories showed that the losses of 

1,000 dB/km in existing glass (compared to 5-10 dB/km in coaxial cable) 

were due to contaminants that could potentially be removed. 

Optical fiber with attenuation low enough for communication 

purposes (about 20 dB/km) was developed in 1970 by Corning Glass 

Works. After a period of research starting in 1975, the first commercial 

fiber-optic telecommunications system was developed which operated at a 

wavelength of around 0.8 μm and used GaAs semiconductor lasers. This 



46                                             ASIT K. DATTA 

first-generation system operated at a bit rate of 45 Mbit/s with repeater 

spacing of up to 10 km. Soon in 1977, General Telephone and Electronics 

sent the first live telephone traffic through fiber optics at a 6 Mbit/s 

throughput. 

The second generation of fiber-optic communication was developed 

for commercial use in the early 1980s, operated at 1.3 μm and used 

InGaAsP semiconductor lasers. These early systems were initially limited 

by multi-mode fiber dispersion, and in 1981 the single-mode fiber was 

revealed to greatly improve system performance. By 1987, these systems 

were operating at bit rates of up to 1.7 Gbit/s with repeater spacing of up to 

50 km. Third-generation fiber-optic systems operated at 1.55 μm and had 

losses of about 0.2 dB/km, eventually allowing systems to operate 

commercially at 2.5 Gbit/s with repeater spacing move than 100 km. 

By 1996, the fourth generation of fiber-optic communication 

systems came into the market using optical amplification to reduce the need 

for repeaters and wavelength-division multiplexing (WDM) to increase data 

capacity. The introduction of WDM was the start of optical networking, as 

WDM became the technology of choice for fiber-optic bandwidth 

expansion. The introduction of optical amplifiers and WDM caused system 

capacity to double every six months from 1992 until a bit rate of 10 Tb/s 

was reached by 2001. In 2006 a bit-rate of 14 Tb/s was reached over a 

single 160 km line using optical amplifiers. As of 2021, Japanese scientists 

transmitted 319 terabits per second over 3,000 kilometers with four-core 

fiber cables with standard cable diameter. 

The focus of development for the fifth generation of fiber-optic 

communications are on extending the wavelength range over which a WDM 

system can operate. The conventional wavelength window, known as the C 
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band, covers the wavelength range 1525-1565 nm, and dry fiber has a low-

loss window promising an extension of that range to 1300-1650 nm. Other 

developments include the concept of optical solitons, pulses that preserve 

their shape by counteracting the effects of dispersion with the nonlinear 

effects of the fiber by using pulses of a specific shape. In 2022, Technical 

University of Denmark reported a system operating at 1.84 Pbit/s in a 37 

channel optical fiber each operating at 223 Gbit/s over a length of 7.9 km. 

3   Light propagation in optical fiber 

The modern impetus in information communication with carrier 

waves at optical frequencies owes its origin to the invention and practical 

realization of lasers and optical fibers. As a result, today optical 

communication is the most useful and advanced mode of information 

communication technology, fueled by the ever-increasing demands of 

higher bandwidth. This increasing trend, of the need for large bandwidths, 

even continues today. Optical fiber communication systems operate in the 

frequency spectrum (frequencies between 10
13

 Hz to 10
15

 Hz). 

 

Fig. 1: Fiber optic communication system. 

Like any other communication system, optical communication 

systems operate on the same concept as other wired communication systems 
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as shown in Figure.1. This too has three basic modules transmitter, receiver, 

and the channel or medium of communication. The input information is 

encoded and accordingly transmitted as a modulated optical signal through 

the optical fiber by an optical source at one end and detected by a detector at 

the other end of the fiber. Encoding, multiplexing, and other electronic 

circuits are necessary for converting information into the optical signal form 

at the transmitter. The detected optical signal is amplified and then decoded 

to obtain the output information. All electronic circuits necessary to decode, 

demultiplex along with the detector and associated amplifier form the 

receiver. The optical source serves as the electrical to optical signal 

converter, which may be either a light emitting diode (LED) or preferably a 

semiconductor laser. The detector is a photodiode (e.g. P-I-N diode or 

Avalanche photodiode) that converts the optical signal back to electrical 

signal. 

4   Optical fiber 

Optical fibers are concentric cylindrical waveguides made of an 

internal core and a surrounding clad layer. The core with refractive index n1 

serves as the medium for light propagation, while the cladding has a lower 

refractive index n2 where n1 > n2. When a light ray encounters the interface 

of a fiber, the light ray is refracted and its direction of propagation changes 

according to Snell’s law of refraction, such that light rays are reflected back 

to the core. 

The basic phenomenon of guidance can be explained by ray model 

of optical fiber. Guiding of light is through the total internal reflection, i.e., 

only rays with incident angle greater than the critical angle, at the clad-core 

interface, are transmitted, as shown in Figure.2. The maximum angle of 

incidence at which the light is launched into the fiber and gets propagated 
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inside the fiber is thus given by         and is also called the acceptance 

angle. The cone formed by the acceptance angle is called the acceptance 

cone. Rays greater than the acceptance angle may enter the core but are 

refracted to the cladding and eventually lost by radiation. 

Considering the refractive index of air to be unity, using Snell’s law 

for at the air-core interface, as seen in Figure.2 

                                                                     

where    is the angle of refraction at the air-core interface. From the 

Figure.2, it is obvious that    (
 

 
)      Again for angles larger than the 

critical angle   at the core-clad interface given by 

                                                                 

For confining rays within fiber core, this necessary condition has to be 

obeyed. Thus eq.1 becomes 
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where    and    are the refractive index of the core and clad respectively. 

 The acceptance angle or the maximum angle of incidence (  ) is related  

to the refractive indices by 

        √  
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Fig. 2: Launching of light and its propagation inside the fiber. 

 An important fiber parameter is the numerical aperture (NA) which is  

simply equal to           . Thus 

             √  
    

                                     

NA represents the light gathering capacity of the optical fiber. 

 For propagation of light inside the core there are possibilities that the light  

may get transmitted as meridional rays or as skew rays. When a light ray is 

launched in a plane containing the axis of the fiber, the light ray after total 

internal reflection travels in the same plane in which it was launched. Thus 

the ray will always cross the axis of the fiber while propagating and is hence 

called the meridional rays. Whereas, when the ray is not launched in a plane 

containing the axis of the fiber, i.e., launched at some angle not intersecting 

the axis of the fiber, then after total internal reflection the ray will never 

intersect the axis of the fiber. The ray essentially will spiral around the axis 

of the fiber and is thus called the skew rays. 

 As mentioned earlier, when the angle of incidence at the core and clad  

interface             is greater than the critical angle  , a ray propagates 

through the optical fiber. So rays having                 ≤     will 
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propagate along the fiber with some discrete velocities, known as modal 

velocities. The interference of the traveling waves inside the fiber gives rise 

to different modes within the fiber. A specific mode is obtained only when 

the angle between the rays and the core-clad interface has a particular value. 

Modes can therefore be termed as the stable electric field distributions 

within the fiber core. 

Modes in an optical fiber can be expressed by the wave theory and  

principles of the waveguide. Treating light as a transverse electromagnetic 

wave, during the propagation of meridional rays along the fiber, the electric 

and magnetic fields of all the rays superimpose to result in electric and 

magnetic field distribution which may be either transverse electric     or 

transverse magnetic     in nature. The subscript   denotes the definite 

number of maxima and minima in the resultant light intensity pattern. The 

propagation of skew rays, on the other hand, results in a particularly special 

form of modes which are neither TE nor TM in nature and are called hybrid 

modes. Figure. 3 shows different intensity patterns created by the 

superposition of the wave fronts of all the light rays for transverse electric 

modes that propagate in an optical fiber. The fields that are shown in the 

cladding region are actually the evanescent fields that exist in the cladding 

owing to the boundary condition requirement at the core-cladding interface. 

For very low launching angles with respect to the axis of the fiber, the 

intensity pattern created is the one which is shown as     in the figure. 

There exists a maximum intensity region around the axis of the core and the 

fields start to decay towards the periphery of the core. These fields 

eventually decay down to negligibly low values in the cladding. If the 

launching angle is increased further, the intensity patterns are shown for 
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Fig. 3: Different TE modes in an optical fiber 

    and     in the above figure. The subscript of    in fact indicates the 

number of destructive interferences in the pattern where the field intensity 

crosses the zero level, or in other words, creates an optically dark area. So, 

no dark area exists for    . For     and     one and two dark areas are 

possible and for higher    modes more dark areas are possible. 

 The ray model of light showed that the launching angle of the light ray  

must be smaller than the acceptance angle of the optical fiber core. But the 

consideration of the wave fronts establishes that this condition of the 

launching angle is not enough to ensure a successful propagation of light in 

an optical fiber. The launching angle must be such that the angle of 

refraction of the launched ray into the fiber must satisfy the phase condition 

of the equation given below for sustained propagation inside the optical 

fiber core. 
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where                  is refractive index of core,   is the Wavelength of 

the light in the core,   is the diameter of the core and   is the phase change 

undergone in each total internal reflection of a ray. 

The different discrete values of the angle   indirectly signify the  

different allowable launching angles of the light rays into the optical fiber. 

For      , in the above equation leads to      . This refers to the ray 

that propagates along the axis and it does not require any phase condition to 

be satisfied. Taking the value of      , the value of   for first order mode 

is  

        *
      

     
+                                        

 The value of    signifies the first annular ring of rays that propagates  

inside the fiber. Similarly, the other modes that propagate in the fiber by 

subsequent substitution of the corresponding values of m is obtained until 

the condition       is reached, where α is the numerical aperture of the 

fiber core. 

4.1   Types of optical fiber 

Fibers are classified as step-index (SI) or graded index (GI) fibers 

depending on the refractive index profile of the core, as shown in Figure.4. 

Step-index fibers have a core of uniform refractive index profile and the 

profile is expressed as 

     {
           
         

                                             

However, depending on the modes of propagation, the step-index  

fibers may be single-mode or multi-mode fibers. The term multimode refers 

to the fact that multiple modes or light paths through the fiber are possible. 

The number of modes     supported in a fiber is determined by the 



54                                             ASIT K. DATTA 

refractive index, operating wavelength and the diameter of the core. Single-

mode step index fiber allows only one path, or mode, for light to travel 

within the fiber. In a multimode step-index fiber, the number of modes    

propagating can be approximated expressed as  

   
  

 
                                                      

where,   is known as the normalized frequency, or the V-number and is 

given by 

   
  

 
√  

    
                                            

  
  

 
     

 

Fig. 4: Types of Fiber with their profiles and ray-paths within the fiber: (a) Multi-

mode Step-index (b) Single-mode Step-index and (c) Graded index. 
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where   is the core diameter. From the equation, it is seen that reducing the 

core-radius reduces the possible number of modes   passing through the 

fiber. The total number of guided modes   for multi-mode fibres is 

          for multi-mode silicon fiber and            for multi-mode 

germanium doped fiber. The analysis of how the V-number is derived is 

beyond the scope of this article, but it can be shown that by reducing the 

diameter of the fiber to a point at which the V-number is less than 2.405, 

higher-order modes are effectively extinguished and single-mode operation 

is possible. 

The graded-index fiber or gradient-index fiber has a core that has a  

refractive index that decreases with increasing radial distance from the 

optical axis of the fiber. Hence light rays follow sinusoidal paths along the 

fiber length. The refractive index profile for a graded-index fiber is nearly 

parabolic and this parabolic profile result in continual refocusing of the rays 

in the core, thus minimizing modal dispersion. Graded-index fiber is 

characterized by its ease of use (i.e., large core diameter and NA.), similar 

to a step-index multimode fiber, and its greater information carrying 

capacity, as in a step-index single mode fiber. Light traveling through the 

center of the fiber experiences a higher index of refraction than does light 

traveling in higher modes. This means that even though the higher-order 

modes must travel farther than the lower order modes, they travel faster, 

thus decreasing the amount of modal dispersion and increasing the 

bandwidth of the fiber. 

Fibers are represented by their core-cladding diameter as      , e.g., 

         for single-mode step-index fiber and             for multi-

mode step index fibers, where   and   are the radii of core and cladding 

respectively. The base material for optical fibers is pure silica        in the 
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form of fused quartz (amorphous). The refractive index of the base material 

can be modified by the addition of impurities. For lowering refractive index, 

     or   can be used, whereas for increasing the refractive index,      or 

     can be used. As already mentioned in this section, the cladding has a 

lower R.I. than the core of the fiber. 

4.2   Signal distortion in optical fiber 

When an optical signal is transmitted on an optical fiber, the signal is 

distorted owing to two phenomena. These phenomena are known as 

dispersion and attenuation. The following diagram shows the constituents of 

each phenomenon that contribute to the distortion of optical signal in the 

optical fiber. 

(a) Dispersion: In optical communication systems, information to be 

sent is first coded in the form of light pulses and then transmitted from the 

transmitter to the receiver, where the information is decoded. The larger the 

number of pulses that can be sent per unit time and still be resolvable at the 

receiver end, the larger will be the transmission capacity, or bandwidth of 

the system. A pulse of light sent into a fiber broadens as it propagates 

through the fiber. This phenomenon is known as dispersion. Dispersion, 

expressed in terms of the symbol   , is defined as pulse spreading in an 

optical fiber. As a pulse of light propagates through a fiber, the numerical 

aperture or core diameter or refractive index profile or wavelength causes 

the input pulse to broaden, which in turn poses a limitation on the overall 

bandwidth of the fiber. Dispersion    can be determined as 

    √                                                         

where       and      are the output and input pulse widths through the fiber 

as shown in Figure.5. The dispersion is also a function of fiber length. The 
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overall effect of dispersion on the performance of a fiber optic system is  

 

Fig. 5: Pulse broadening due to dispersion in a fiber. 

known as inter symbol interference, which occurs when the pulse spreading 

due to dispersion causes the output pulses of a system to overlap, rendering 

them undetectable. If an input pulse is caused to spread such that the rate of 

change of the input exceeds the dispersion limit of the fiber, the output data 

will become indiscernible. 

As seen in the diagram, different subcomponents of dispersion added  

together to form the total dispersion of an optical fiber of a certain length. 

These are: Intermodal dispersion: Intermodal dispersion is the pulse 

spreading caused by the time delay between lower-order modes (modes or 

rays propagating straight through the fiber close to the optical axis) and 

higher-order modes (modes propagating at steeper angles). Modal 

dispersion is the primary cause of bandwidth limitation in multimode fiber 

and it is not detrimental in single-mode fiber where only one mode is 

allowed to propagate. 

Chromatic dispersion: Chromatic dispersion is pulse spreading due to 

the fact that different wavelengths of light propagate at slightly different 

speeds through the fiber. All light sources have finite line widths and 

therefore, they emit more than one wavelength. Because the index of 

refraction of glass fiber is a function of wavelength, different wavelengths 

propagate at different speeds. This contributes to the effect of chromatic 
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dispersion which is typically expressed in units of nanoseconds or 

picoseconds per km. Chromatic dispersion again consists of two parts: 

material dispersion and waveguide dispersion. Material dispersion is due to 

the wavelength dependency on the index of refraction of glass. Waveguide 

dispersion is due to the physical structure of the waveguide. Material 

dispersion and waveguide dispersion can have opposite signs (or slopes) 

depending on the transmission wavelength. 

In the case of a step-index single-mode fiber, these two effects cancel 

each other at 1310 nm yielding zero-dispersion, which makes high-

bandwidth communication possible at this wavelength. Because of the 

mismatch between minimum attenuation at 1550 nm and zero dispersion at 

1310 nm, special zero-dispersion-shifted fibers are evolved. Zero-

dispersion-shifted fiber shifts the zero dispersion wavelength of 1310 nm to 

coincide with the 1550 nm transmission window of glass fiber by modifying 

the waveguide dispersion slope. The modification is accomplished by 

modifying the refractive index profile of the fiber in a way that yields a 

more negative waveguide-dispersion slope. When combined with a positive 

material dispersion slope, the point at which the sum of two slopes cancels 

each other out can be shifted to a higher wavelength such as 1550 nm or 

beyond. 

The total dispersion of an optical fiber,        can be approximated 

using 

               
        

  
 

                                       

The transmission capacity of fiber is typically expressed in terms of 

bandwidth × distance. For example, the (bandwidth × distance) product for 

a typical 62.5/125- (core/cladding diameter) multimode fiber operating at 

1310 nm might be expressed as 600 MHz・km. The approximate 
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bandwidth BW of a fiber can be related to the total dispersion by the 

relationship,                     

(b) Attenuation: The phenomena of attenuation in optical fiber is 

another phenomenon that cause signal distortion in optical fiber. Moreover, 

fiber attenuation dictates the selection of transmission wavelength of an 

optical fiber communication system. Typical optical transmission 

wavelengths are 850 nm, 1310 nm, and 1550 nm. Figure. 6 shows the 

spectral dependence of fiber attenuation (i.e., dB loss per unit length) as a 

function of wavelength of a typical silica optical fiber. The losses are caused 

by various mechanisms such as Rayleigh scattering, absorption due to 

metallic impurities, OH ions in the fiber, and intrinsic absorption by the 

silica molecule itself. The Rayleigh scattering loss varies as    , i.e., longer 

wavelengths scatter less than shorter wavelengths. Rayleigh scatter causes 

the dB loss/km to decrease gradually as 

 

Fig. 6: Attenuation in optical fiber at different wavelength 

the wave length increases from 800 nm to 1550 nm. The two absorption 

peaks around 1240 nm and 1380 nm are primarily due to traces of OH ions 

and metallic ions in the fiber which may be induced during the 
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manufacturing process. The level of purity required to achieve low-loss 

optical fibers is therefore very stringent. If these impurities are removed, the 

two absorption peaks will disappear. For          nm, the increase in the 

dB/km loss is due to the absorption of infrared light by silica molecules. 

This is an intrinsic property of silica, so no amount of purification can 

remove this infrared absorption tail. There are two windows at which the 

dB/km loss attains its minimum value. The first window is around 1300 nm 

(with a typical loss coefficient of less than 1 dB/km) where fortunately, the 

material dispersion is negligible. However, the loss coefficient is at its 

absolute minimum value of about 0.2 dB/km around 1550 nm. The latter 

window has become extremely important in view of the availability of 

erbium-doped fiber amplifiers. 

 For an optical fiber of length   (in kilometre), if     and      are the 

input and output optical power respectively, then attenuation constant α of 

the fiber in dB/Km is  

   
  

 
     

   

     
                                                

5   Point to point fiber optic link 

The so called point-to-point fiber link is the basic building block of 

any fiber optic communication system. Most generic point-to-point 

communication link consists of two endpoints connected by a link. In a 

generic configuration, an endpoint system could be a computer or terminal, 

either in an isolated location or physically connected to a network. The term 

communications link refers to the hardware and software connecting the 

nodes of a network. The role of the link is to transport information, 

available in the form of a digital bit stream, very accurately from one point 

of the network to another point. For short-haul or short-distance 
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communication, the link length may be less than a km, whereas, for long-

haul or long-distance links, the link length may be thousands of km. 

Figure.7 illustrates the concept. Loss of signal becomes a matter of 

concern, when the link length exceeds a certain value, say 200/100 km 

depending on the operating wavelength. Hence it becomes necessary to 

compensate for the fiber losses through the use of signal amplifiers or 

repeaters/regenerators at regular intervals along the length of the links. A 

regenerator consists of a receiver followed by a transmitter. 

 

Fig. 7: Point-to-point fiber links with periodic loss compensation using 

(a) regenerators and (b) optical amplifiers. 

Modern fiber-optic communication systems generally include optical 

transmitters that convert electrical signals into optical signals, optical fiber 

cables to carry the signal, optical amplifiers, and optical receivers to convert 

the signal back into an electrical signal. The information transmitted is 

typically digital information generated by computers or telephone systems. 

5.1 Transmitters 

A transmitter is an electrical-to-optical converter. The most commonly 

used optical transmitters are semiconductor devices such as light emitting 

diodes (LEDs) and laser diodes. The difference between LEDs and laser 

diodes that LEDs produce incoherent light, while laser diodes produce 
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coherent light. For use in optical communications, semiconductor optical 

transmitters must be designed to be compact, efficient, and reliable, while 

operating in an optimal wavelength range and directly modulated at high 

frequencies. 

In its simplest form, an LED emits light through spontaneous 

emission, a phenomenon referred to as electroluminescence. The emitted 

light is incoherent with a relatively wide spectral width of 30 to 60 nm. The 

large spectrum width of LEDs is subject to higher fiber dispersion, 

considerably limiting their bit rate-distance product (a common measure of 

usefulness). LEDs are suitable primarily for local-area-network applications 

with bit rates of 10 to 100 Mbit/s and transmission distances of a few 

kilometers. 

LED light transmission is inefficient, with only about 1% of the input 

power, or about 100 microwatts, eventually converted into launched power 

coupled into the optical fiber. LEDs have been developed that use several 

quantum wells to emit light at different wavelengths over a broad spectrum 

and are currently in use for local-area wavelength-division multiplexing 

(WDM) applications. 

LEDs have been largely superseded by vertical-cavity surface-

emitting laser (VCSEL) devices, which offer improved speed, power, and 

spectral properties, at a similar cost. However, due to their relatively simple 

design, LEDs are very useful for very low-cost applications. Commonly 

used classes of semiconductor laser transmitters used in fiber optics include 

VCSEL.  

A semiconductor laser emits light through stimulated emission rather 

than spontaneous emission, which results in high output power (100 mW) as 

well as other benefits related to the nature of coherent light. The output of a 
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laser is relatively directional, allowing high coupling efficiency (50%) into 

single mode fiber. Common VCSEL devices also couple well to multimode 

fiber. The narrow spectral width also allows for high bit rates since it 

reduces the effect of chromatic dispersion. Furthermore, semiconductor 

lasers can be modulated directly at high frequencies because of the short 

recombination time. 

Laser diodes are often directly modulated, that is the light output is 

controlled by a current applied directly to the device. For very high data 

rates or very long distance links, a laser source may be operated 

continuously wave, and the light modulated by an external device, an 

optical modulator, such as an electro-absorption modulator. For very high 

bandwidth efficiency, coherent modulation can be used to vary the phase of 

the light in addition to the amplitude. 

5.2 Receivers 

The main component of an optical receiver is a photodetector which 

converts light into electricity using the photoelectric effect. The primary 

photodetectors for telecommunications are made from Indium gallium 

arsenide. The photodetector is typically a semiconductor-based photodiode. 

Several types of photodiodes include p-n photodiodes, p-i-n photodiodes, 

and avalanche photodiodes. Metal-semiconductor-metal (MSM) 

photodetectors are also used due to their suitability for circuit integration in 

regenerators and wavelength division multiplexers. 

Since light may be attenuated and distorted while passing through the 

fiber, photodetectors are typically coupled with a trans-impedance amplifier 

and a limiting amplifier to produce a digital signal in the electrical domain 

recovered from the incoming optical signal. Further signal processing such 
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as clock recovery from data performed by a phase-locked loop may also be 

applied before the data is passed on. 

6  Basic design criteria 

The primary design criteria signify the most basic information 

parameters to be made available by the user to the designer for designing a 

reliable fiber optic link. The first important information to be specified by 

the user is the desired bit rate of data transmission. However, the dispersion 

in the optical fiber exerts a limitation on the maximum achievable  

and realizable data rate of transmission. The next intricate information 

 to be provided for the design process is the length of the optical link to 

enable the designer to ascertain the position of the optical repeaters  

along the link for a satisfactory optical data link. Along with the primary 

design criteria, there are some additional parameters that facilitate  

better design and quality analysis of the optical link. These factors  

consist of the scheme of modulation, the system fidelity, cost, commercial 

availability, etc. 

In optical link design problems, the power of the optical source  

and the optical receiver are generally expressed in dBm. The dB equivalent 

power of 1mW power is taken as the reference i.e. 0 dBm and the increasing 

powers are expressed in their equivalent dBm values by normalizing them 

with respect to 1mW and for every 10-fold increase in the actual power, 

increases the dBm equivalent power by 10. For a typical optical  

transmitter with a laser source, the output power normally ranges  

between 3 to 5 dBm. A typical optical receiver requires about     

to    dBm of detectable power for a bit error rate (BER) of     . 
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6.1  Loss budget 

Having fixed the transmitter output power,    and sensitivity of 

receiver,   , the maximum possible allowable loss that can occur is the 

difference between the transmitter and the received powers. The loss occurs 

in the different components connected in the system such as the connectors, 

splices, the optical fiber, and also in the system itself which is known as the 

system margin. Generally a system margin of about 6 dB is pre-set in 

practical systems. The total loss is the total of all the losses occurring in 

each of these components (calculated per unit length). Therefore maximum 

allowable loss,      in dB is (     ) and      is given by, 

                                                       

The maximum possible length (     ) of the optical fiber that can be 

used in the above design, without affecting the system BER, can then be 

determined as 

     
      

       
                                               

6.2   Rise-time budget 

The next step in the design of an optical link is the rise time budget 

calculations. The rise time of a system is the time taken by the system to 

attain 90% of the steady-state response of the system (from the initial state) 

to a particular input. The rise time of a system varies inversely with its 

bandwidth. Rise time analysis gives the effective bandwidth of the optical 

link. The system rise time      is calculated as a root mean square value of 

the transmitter rise time    , the receiver rise time     and the rise time 

associated with the optical channel dispersion    , where   is the 
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dispersion parameter,    is the spectral width of the optical source, and   is 

the length of the optical link. Therefore the rise-time budget is given by 

     *   
      

 
    

 +

 

  
                                         

For a satisfactory operation of the optical link, the system rise time 

should be less than or equal to 70% of the bit duration at the specified data 

rate. 

 

6.3   Modulation format 

The modulation format used in optical communication is mainly 

known as the return-to-zero (RZ) and non-return-to-zero (NRZ) formats. A 

simple variation of a two-level block code of      type is 1B2B. This 

code is commonly known as Manchester or biphase code and is also 

preferred. In the RZ format, each optical pulse representing bit 1 is shorter 

than the bit slot, and its amplitude returns to zero before the bit duration is 

over. In the NRZ format, the optical pulse remains on throughout the bit slot 

and its amplitude does not drop to zero between two or more successive 1 

bits. As a result, pulse width varies depending on the bit pattern, whereas it 

remains the same in the case of the RZ format. An advantage of the NRZ 

format is that the bandwidth associated with the bit stream is smaller than 

that of the RZ format by about a factor of two simply because on-off 

transitions occur fewer times. In 1B2B code, there are never more than two 

consecutive identical symbols, and two symbols are transmitted for one 

information bit, giving 50% redundancy. Thus this code requires twice the 

bandwidth. The codes are shown in Figure 8. Many other improved codes 

are now available. 
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Fig 8: Some of the modulation codes used in optical communication 

6.4 System performance 

If there is a random reception of unbiased digital data in the optical 

form, the quantity of interest is the average power in the optical signal and 

there has to be some minimum average power required in the signal for its 

reliable detection in the optical domain. Let,    be the average incident 

power onto the photo-detector when logic 1 is received and    be the 

average power incident onto the detector when logic 0 is received. Also, let 

   and    be the generated photo-currents corresponding to the two levels 1 

and 0 respectively. Without compromising any generality, it can be assumed 

that        such that    = 0.. If   be the responsivity of the photo-detector 

then,        and         . The average power received is given by 

    . The measure of the noise in the reception of the two logic levels 0 and 

1 can be ascertained from the variances in the generated photo-current in the 

two levels. For the logic 0 reception, there is no incident power and the 

thermal noise component dominates the noise component in the output 

signal of the photo-detector. So, the total variance in the 0 level is   
    

 , 

where   
  is the variance that characterizes the thermal noise component in 

the reception. For the logic 1 level, the noise component in the output signal 
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from the photo-detector is composed of two types of noise- shot noise and 

thermal noise. Therefore, the total noise variance   
  is the sum of the 

variances of shot noise and thermal noise. If the average power of the 

received signal is large, however, the thermal noise becomes almost 

negligible in comparison to the shot noise. At low optical power level 

operation, the average power required to achieve the desired BER is  

directly proportional to the square root of the bandwidth of operation.  

Since bandwidth is directly proportional to the data rate of transmission,  

as the data rate of information transmission increases, the minimum  

power required to achieve the desired BER also increases. However, this 

increase is not rapid because the power varies as the square root of the 

bandwidth. 

6.5   Long haul fiber optic system 

Telecommunication applications can be broadly classified into two 

categories: long-haul and short-haul, depending on whether the optical 

signal is transmitted over relatively long or short distances compared with 

typical intercity distance. Whereas, short-haul telecommunication 

applications operate at low bit rates and cover intracity distances of less than 

10 km , long-haul telecommunication systems cover several thousand km of 

distances as in underwater communication. Long-haul systems require  

high-capacity trunk lines and the optical signal is regenerated electronically 

using repeaters at regular intervals of 100-200 km, thus enabling the 

transmission at higher bit rates. Moreover, transmission distances of 

thousands of km can be enhanced by using optical amplifiers in fiber-optic 

communication systems. 

Long haul communication systems are characterized by a longer trunk 

distances between users (includes interstate, nationwide, or worldwide 

distances), higher traffic volumes and densities, large-size switching centers 
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and central offices, automatic switching for handling calls and messages 

without operator assistance. 

Optical fiber technology has emerged as the preferred technological 

choice in terms of reliability and cost-effectiveness for Long-haul  

high-capacity networks. The optical fibers are optimized for high  

data transmission rate catering to connecting long-distant cities some 

hundreds to thousands of kilometers. Due to attenuation and dispersion, the 

transmitted signal amplitude may fade with the distance traversed. So  

repeaters which consist of amplifiers are spaced equally along the length of 

a long-haul transmission line to amplify and boost the basic signal strength. 

7   Fiber optic networks 

The term optical networks or better photonic networks denotes high 

capacity information communications networks based on photonics 

technologies and optical components that can provide capacity, 

provisioning, routing, grooming, or restoration at the wavelength level. The 

use and application of such networking will reduce cost per transmitted bit 

per km compared to other long-distance networking technologies, like wire-

less networking, coaxial cable/ power-lines-based wire-line networking. 

Optical networking solutions span the full spectrum of transport 

networks from the core backbone and metro down to the access network 

domains. High bitrate data traffic covering long distances are the 

characteristics of backbone and metro networks, where photonics 

networking is dominant. The access network carries different kinds of data 

streams to and from small units, which are multiplexed/demultiplexed in 

nodes having fixed back-hauling connections to the transport core network. 

The use of photonics networking has started its expansion to the access 

network segment as well. 
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Two innovations in the optical transmission of information led to the 

use of multiple channels of light, or wavelengths which could be 

multiplexed together onto a single fiber. These are wavelength division 

multiplexing (WDM) techniques and the use of an erbium-doped fiber 

amplifier (EDFA). Instead of using one amplifier per wavelength, EDFA 

allows amplifying all wavelengths carried on a fiber. 

Fiber network follows general network topologies used in electronics 

and computer communication networks. It is discussed in nutshell  

as communication networks consist of sub-networks having different 

topologies: 

1.  Point-to-point link topology: It refers to a communications connection 

between two nodes/stations or endpoints. 

2. Star topology: It consists of a star coupler that splits the incoming 

power into a number of outputs in a star network. The coupler may be 

of active or passive type depending on whether the data is transmitted 

to only a specified node/station or all nodes of the network. Hence 

information passed by one node is passed to another node/station 

through the coupler. 

3. Bus topology: All nodes/stations are connected to the bus. If a signal is 

transmitted by one node/station, it is transmitted to all other 

nodes/stations connected to the bus. The transmission may be both 

ways along the bus. 

4. Ring topology: All nodes/stations are connected point-to-point in a ring 

like manner through optical couplers. 

Figure. 9 shows the various network topologies. However, The concept of 

an all-optical node has been promoted, where the key component is the all-

optical switch. Such a device has all-optical interfaces and switches the 

various wavelengths in the optical domain. Thus, those wavelengths 
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carrying bypass traffic can remain in the optical domain through the node. 

All-optical nodes allow enables the removal of a tremendous amount of 

electronics from the network. 

Depending on the advancement of technologies fiber optic networks 

are  divided into two generations: 

1.  The first-generation network operates on a single wavelength per fiber 

and is opaque, that is signal in a path is regenerated by repeaters. All 

signal-switching and processing functions are implemented in the 

electronic layer. The technology uses fiber distributed data interface 

(FDDI) and synchronous optical network and synchronous digital 

hierarchy (SONET/SDH). This framework has standardized line rates, 

coding schemes, bit-rate hierarchies, and functionality. Types of 

network elements and network architectures are also standardized. 

 

Fig. 9: Various network topologies (a) Point-to-point (b) Bus  

(c) Star and (d) Ring type. 
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2.  Second generation network utilizes wavelength division multiplexing 

(WDM) technologies. Backbone core and metro optical networks rely 

heavily on high-capacity optical transmission links utilizing WDM. 

Besides offering large transmission capacities per optical fiber, second- 

generation systems have enabled the realization of wavelength-routed 

networks with the use of either electronic or optical switching nodes. 

Multi-wavelength optically routed networks are also characteristics of 

second-generation systems. 

The FDDI scheme uses two fiber pairs, each operating at 100 

Mbits/sec where the data bits are coded as bit-patterns and is relatively 

expensive. FDDI is commonly used at the internet service provider (ISP) 

peering points that provide interconnections between ISPs. FDDI can 

support 62.5/125   , 50/125   , and 100/140    multimode fiber sizes 

with a maximum transmission distance of 2 Km. FDDI also supports the use 

of single-mode fiber of 8/125   , 9/125   , and 10/125    having a 

transmission distance of up to 40 Km. Photonic transmitters in the 

wavelength range 850 nm, 1300 nm, and 1550 nm are used. In general, 

FDDI uses the ring network topology, as seen in Figure.10. This has two-

fiber ring pairs between nodes or workstations (WS) in a node-to-node ring 

network topology. One of the ring pairs serves as the primary ring and is 

active while the other is a secondary ring that is kept on hold. In the event of 

a fiber-break, both the rings are put to use as seen in Figure.10(b). 

SONET is used in North America, whereas the SDH network is used 

in Europe, Japan, and the rest of the world. The transmission bit rate of the  

(FDDI) network and (b) Use of primary and secondary fibers in case of a 

fiber break in the FDDI ring. 
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Fig 10 : (A) a two-fiber ring pair in Fiber Distributed Data Interface (FDDI) 

network and (b) Use of primary and secondary fibers in case of a fiber break in 

FDDI ring. 

basic SONET signal is             , whereas the basic SDH rate is 

             and is called the synchronous transport module level 1 

(STM-1). The SONET/SDH network topologies or configurations may be a 

1.  Point-to-point topology: In this topology, the nodes may be terminal 

multiplexers (TM) or line terminating equipment (LTE) 

2. Linear topology: In this, the add/drop multiplexers (ADM) are inserted 

between TM in point-to point-links. 

3. Ring topology: The nodes may be accessed through unidirectional path-

switched rings (UPSRs) or bidirectional line-switched rings (BLSRs). 

SONET/SDH rings are self-healing rings because the traffic flowing 

along a certain path can be switched automatically following failure or 

degradation of the link segment. A SONET/SDH ring can be unidirectional 

or bidirectional. In self-healing SONET/SDH rings, when a failure occurs in 

the link due to failure of the transmission or receiver equipment or the fiber 

breaks, the service is automatically restored using the automatic protection 

switching (APS) protocol. The restoration time is less than 60 msec. The 

protection or restoration is possible since the two devices at the nodes are 
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connected with two different fibers (termed the working and protection 

fibers) such that when a link failure occurs, the SONET/SDH signal is split 

and simultaneously transmitted over both fibers. The destination selects the 

best of the two signals. Protection on a SONET/SDH ring can be at the level 

of a line or a path. 

8  Wavelength division multiplexing (WDM) technologies 

The main function of a photonic multiplexer is to couple two or more 

wavelengths into the same fiber. Optical fibers offer a huge bandwidth 

(     THz). In fiber-optic communications, wavelength-division 

multiplexing (WDM) is a technology that multiplexes several optical carrier 

signals onto a single optical fiber by using different wavelengths of laser 

light. The source wavelength may vary between 1530 to 1610 nm. Thus, a 

number of different peak wavelength optical signals can be transmitted 

through a single fiber, as shown in Figure.11. WDM allows bidirectional 

communications over the fiber, as well as enhance the transmission 

capacity. 

 

Fig. 11: WDM in an optical fiber communication system. 

The transmitter (TX) blocks in the figure are the individual optical 

transmitters. TX blocks, in themselves, may be multiplexed output of 

several other transmitter networks thereby forming some sort of a 
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hierarchical multiplexed architectural system. Also, the transmitter block 

may consist of a time division multiplexed type of system where the data 

signals to be transmitted are multiplexed in the time domain. The output 

signals from these transmitters at their corresponding wavelengths are then 

multiplexed in the wavelength domain (in accordance with the ITU G.692 

standard)by the wavelength multiplexer. The wavelength multiplexer 

combines all the output signals and combines them to be transmitted along 

the optical fiber to reach the receiving end. The architecture consists of 

multiple transmitters and receivers, as far as the type of communication is 

concerned, though it is still a point-to-point link. Periodic amplifiers and 

repeaters may be installed along the optical link to establish a secure and the 

satisfactory optical communication link with the minimum possible BER. 

At the receiver side, the multiplexed transmitted signal is received and then 

de-multiplexed by a wavelength de-multiplexer and the respective receivers 

receive their intended data signals and further processing takes place on 

these receivers before the signal are delivered to the end-user. 

In a WDM system, therefore, bit streams from several transmitters are 

multiplexed in the wavelength domain together, whereas a wavelength 

demultiplexer separates channels and feeds them into individual receivers, 

with channel spacing varying in the range           . Modern WDM 

systems can handle almost 160 signals and can thus expand a basic 10 

Gbit/s system over a single fiber pair to over 1.6 Tbit/s. Usually, WDM 

systems operate on single mode fiber cables having a core diameter of 9    

But WDM can also be used in multi-mode fiber cables which have core 

diameters of 50 or 62.5     WDM systems may be either 

conventional/coarse (CWDM) or dense (DWDM) type. CWDM systems 

provide up to 8 channels in the C-Band around          silica fibers and 

DWDM systems provide denser channel spacing in the same transmission 
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window. Therefore, CWDM in contrast to DWDM uses increased channel 

spacing to allow less stringent and thus cheaper transceiver designs. In 

CWDM wideband optical amplification does not occur, limiting the optical 

spans to several tens of kilometers. DWDM may have 40 channels at 100 

    spacing or 80 channels with 50     spacing or an even higher number 

of channels with 12.5     spacing. WDM, CWDM, and DWDM are based 

on the same concept of using multiple wavelengths of light on a single fiber, 

but differ in the spacing of the wavelengths, the number of channels, and the 

ability to amplify the multiplexed signals in the optical space. Some of the 

advantages of DWDM systems are (a) Capacity for upgradation with minor 

changes (b) Transparency as the actual timing information of the data is 

irrelevant to any up gradation in the channel capacity, (c) Wavelength itself 

can be used as a destination address for routing and (d) Wavelength 

switching can occur, whenever the required wavelength is non-available due 

to congestion or other network factors. 

8.1   Routing topologies 

Routing is the process of selecting the best paths in a network. 

Wavelength routers are an important component in WDM and are often 

used in most long-haul networks. Wavelength routing requires photonic 

switches, cross-connects etc. Wavelength routing networks as shown in 

Figure.12 are circuit-switched networks. The early development of all-

optical networks is typically based on core optical devices in the network 

nodes which are passive splitters, combiners, and broadcasting stars. Such 

passive networks support a relatively small number of connections for a 

given number of wavelengths.  

Based on the routing of information delivery at the nodes/stations, the 

routing schemes as shown in Figure.13 can be (a) unicast, (b) broadcast  
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(c) any cast (d) Multicast and (e) geo cast. A unicast router delivers 

information to a single specific node/station, and a broadcast router delivers 

information to all nodes in the network. Similarly, an any cast system 

delivers information to anyone out of a group of nodes, typically to the one 

nearest to the source node in the network. A multicast router provides 

information to a group of nodes that are interested in receiving the 

information. A geo cast router delivers information to nodes in a large 

geographical area. 

 

Fig. 13: Routing schemes: (a) Unicast (b) Broadcast (c) Any cast  

(d) Multicast and (e) Geo cast. 

Routing topologies can also be of static/non-adaptive or adaptive type 

depending on whether the routing tables are constructed manually or 

automatically. For larger and more complex networks, such manually pre-

Fig. 12: Wave length routing network 
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computed tables are not feasible, hence the need for dynamic or adaptive 

routing table arises, which are automatically created as per the need. 

Adapting routing is carried out by computation of the optimized path length 

between one node and its neighboring nodes using either of the given 

algorithms: 

Distance vector algorithms: This approach assigns a cost factor to 

each of the links between each node in the network. The cost is optimized 

such that a node will send information to another node via the path that 

results in the lowest total cost. To do this, a node computes the cost factor 

(or the distance) between all its neighboring nodes. This distance 

information between a node and all its neighboring nodes and the total cost 

to each node, and the next hop to send data to get there - makes up the 

routing table or distance table. Over time, all the nodes in the network will 

discover the best next hop for all destinations and the best total cost. When 

one network node fails, the next hop to the failed node is discarded and a 

new routing-table information is created. These nodes convey the updated 

routing information to all adjacent nodes, which in turn repeat the process. 

Link-state algorithms: For this, a graphical map of the network is 

needed by each node. To produce its map, each node floods the entire 

network with information about the other nodes it can connect to and then 

assembles this information into a map. Using this map, each router 

independently determines the least-cost path or shortest paths algorithm 

from itself to every other node. This serves to construct the routing table, 

which specifies the best next hop to get from the current node to any other 

node. 

Optimized Link State Routing algorithm: A link-state routing 

algorithm is optimized for mobile ad-hoc networks. Each node discovers 2-
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hop neighbor information and elects a set of multipoint relays (MPRs) for 

routing. 

Path vector protocol: Path vector routing is used for inter-domain 

routing, unlike the other three algorithms. Similar to distance vector routing, 

one node called the speaker node in each autonomous system acts on behalf 

of the entire autonomous system. The speaker node creates a routing table 

and advertises it to neighboring speaker nodes in neighboring autonomous 

systems. The idea is the same as distance vector routing except that only 

speaker nodes in each autonomous system can communicate with each 

other. The algorithm derives its name from the fact that a route is defined as 

a pairing between a destination and the attributes of the path to that 

destination. 

9   Erbium doped fiber amplifier (EDFA) 

In a generic sense, the optical amplifier unit amplifies an optical 

signal in the same way an electronic amplifier amplifies an electronic signal. 

An optical amplifier generally consists of an active medium which is 

excited by a pump source as shown in Figure. 14. The incident optical input 

signal is then coupled to this active medium via fiber-to-amplifier couplers 

and the optical signal gets amplified inside this medium by stimulated 

emissions and the amplified optical output is then recoupled to the optical 

fiber via another fiber-to-amplifier coupler. When the input optical signal 

travels through the active medium, the power from the pump gets 

transferred to the signal power and thus an amplified optical output is 

obtained. 
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Fig. 14: Generic optical amplifier 

Erbium doped fiber amplifier (EDFA) makes use of rare-earth 

elements as a gain medium by doping the fiber core during the 

manufacturing process. Amplifier properties such as the operating 

wavelength and the gain bandwidth are determined by the dopant rather 

than by the silica fiber, which plays the role of a host medium. Though 

many dopants are tried, Erbium-doped fiber amplifiers (EDFAs) are found 

to be suitable as they operate in the wavelength region near 1550 nm. 

Pumping at a suitable wavelength provides gain through population 

inversion. The gain spectrum depends on the pumping scheme as well as on 

the presence of other dopants, such as germania and alumina, within the 

fiber core. The amorphous nature of silica broadens the energy levels of 

Er
3+

 into bands. Figure. 15 shows a few energy levels of Er
3+

 in silica 

glasses. 
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Fig. 15: Energy levels in Erbium 

Many transitions can be used to pump an EDFA. Efficient EDFA 

pumping is possible using semiconductor lasers operating near 980 nm and 

1480 nm wavelengths. Once the amplifier material is excited by an 

appropriate pump source, there are primarily two main types of possible 

radiations due to downward transitions of the excited electrons- one, which 

is highly incoherent and occurs naturally, is the spontaneous emission and 

the other which is coherent and takes place only when stimulated by 

incident signal photons are the stimulated emission. The stimulated 

emission is the one that is of importance as far as the optical amplifier 

function is concerned. However, spontaneous emissions, though can be 

reduced in number, cannot be eliminated and it is these emissions that lead 

to a noise component in the optical amplifier output.  

The pump source creates and maintains a population inversion 

condition in the optical amplifier material by pumping it with energy 

corresponding to a wavelength    of 980nm. The input weak optical signal 

is combined with    and the two wavelengths travel through the Erbium 
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core of an optical fiber which acts as the amplifying material. The signal 

wavelength then gets amplified inside the optical fiber in a similar way as 

that in the case of a laser  and the amplified optical signal is then obtained at 

the other end. However,  the output at the EDFA consists of some portion of 

the pump wavelength too, which is filtered out using a wavelength de-

combiner at the output of the EDFA. The interaction of the pump photon 

and the signal photon in the EDFA is independent of their relative direction 

of travel. In other words, if the pumping photons were input to the EDFA 

from the output end of the device i.e. opposite to the direction of flow of the 

signal photons, the EDFA would, still, have the same performance 

characteristics. 

For low optical input signal powers,                 and the gain 

of the amplifier is given by 

  
  

  

     

         
                                                  

This equation explains the initial high gain of the EDFA at low input signal 

power levels. The gain however, decreases as the input signal power level 

rises. The gain of the EDFA is also a function of the length of the Erbium- 

doped fiber. 

The possibilities of photonics integration in enhancing the transport 

network can be accomplished using the developed WDM photonic 

integrated circuit module, InP monolithic tunable optical router, high 

capacity optical switching core, highly scalable integrated optical switch 

matrix, client interfaces using so-called electro-photonics integrated circuits 

(EPIC). Further, the entire coherent receiver consists of several photodiodes 

can be integrated with a photonic integrated circuit (PIC) and the numerous 

components are all lithographically connected and can much more easily be 
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path-length matched and balanced. Enhancing the photonic transport 

networks using some cutting-edge technologies, such as super-continuum 

light sources and a coherent optical amplifier, have also been demonstrated 

by researchers. 

10  The last mile 

The last mile or last kilometer is a phrase widely used in the 

telecommunications, cable television, and internet industries to refer to the 

final leg of the telecommunications networks that deliver telecommunica-

tion services to retail end-users (customers). More specifically, the last mile 

describes the portion of the telecommunications network chain that 

physically reaches the end-user’s premises. The last mile is typically the 

speed bottleneck in communication networks; its bandwidth effectively 

limits the amount of data that can be delivered to the customer. This is 

because retail telecommunication networks have the topology of trees, with 

relatively few high-capacity trunk communication channels branching out to 

feed many final mile twigs. The final mile links, being the most numerous 

and thus the most expensive part of the system, as well as having to 

interface with a wide variety of user equipment, are the most difficult to 

upgrade to new technology. Although fiber-optic systems excel in high-

bandwidth applications, optical fiber has been slow to achieve its goal of 

fiber to the premises or to solve the last mile problem. 
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